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Abstract

This paper proposes a fountain-code-based multi-pathspgicah protocol, called heterogeneous
multi-path transport protocol (HMTP), and evaluates itsfgmenance. HMTP improves the throughput
performance and path utilization of multi-homing wirelesasure networks. It solves the receive buffer
blocking problem and eliminates the need for retransmissénd in-order packet delivery, both of which
severely degrade the performance of existing multi-pahgport protocols in multi-homing networks.
The encoding and decoding algorithms of HMTP are based anesffiand computationally inexpensive
coding algorithms such as Luby transform (LT) codes. To miné the fountain encoding/decoding
overhead, complexity, and computational cost while enguthe desired decoding performance, the
appropriate values of the parameters of the LT codes arendieid. We implement and extensively
evaluate the performance of HMTP using both NS-2 simulatdran 802.11 wireless local area network
(WLAN) laboratory test-bed. Our simulations and experirabmésults show that HMTP significantly
outperforms the concurrent multi-path transfer — streamtrod transmission protocol (CMT-SCTP),

especially in multi-homing 802.11 WLANS.

Index Terms

Multi-homing, receiver blocking, fountain codes, wiredesrasure channel.

|. INTRODUCTION
Owing to recent advancements in hardware design and temyydhternet hosts such as PCs,

notebooks, tablet PCs, and smart phones commonly have twm heterogeneous network
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Fig. 1. Schematic diagram comparing a single-homed network and a rouoitdh network.

interfaces such as Ethernet, Wi-Fi, WIMAX, 3G, Bluetoothd @PRS. Moreover, if a host has
only a single network interface, multiple additional irfitexes can be easily and inexpensively
added. Nonetheless, most of aforementioned hosts can salpne of their network interfaces
at a time to connect to Internet services, as shown in Fig. Ir{dact, the performance of such
hosts can be improved significantly if they can simultangoestablish network connections with
two or more network interfaces, as shown in Fig. 1(b). Thigetpf network is called a multi-
homing network. Multi-homing networks can also providetsdaliversity and are particularly
resilient to network path failures. Furthermore, an effidie designed simultaneous multi-path
transmission protocol for multi-homed hosts can signifilyaimcrease the network performance.
Consequently, multi-homing and multi-path transports dteeting considerable interest from
the research community [1]-[3].

It is widely believed that the number of wireless/mobileshmet hosts will exceed the number
of wired hosts in the near future. Wireless multi-homingtdieas multi-path diversity. In order
to gainfully exploit multi-path diversity, a new multi-gattransport protocol that can reliably
and efficiently distribute data packets through multiplehpais strongly desired. Currently,
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however, most existing multi-path transport protocolstzsed on transmission control protocol
(TCP) [2] and stream control transmission protocol (SCTP)éth of which rely on automatic
repeat request (ARQ) schemes for reliable data transfethé&unore, ARQ schemes mandate
retransmissions and in-order delivery of packets.

Under heterogeneous multi-path environments, the pedooa of ARQ-based transport pro-
tocols may be degraded because of ‘ttezeive buffer blocking problem’[5]. For example, a
sequence of packets transmitted over multiple paths froranales may arrive out-of-order at
the receiver because of the heterogeneous characten$tibese paths. In such situations, the
delivery of the received packets to the upper layers is @elamtil the packets have been received
in-order. Moreover, if the receive buffer becomes filledhaatut-of-order packets, newly arriving
packets will be dropped, thereby further delaying the ideordelivery of received packets to
the upper layer. The receive buffer blocking problem occumse frequently when the size of
the available receive buffer is smaller. It is worth notihgttthe number of data packets that the
sender can simultaneously transmit is limited by the mimmwalue amongwnd andr wnd.
The receive buffer blocking problem may severely degradengtwork performance, especially
when the packet loss characteristics and end-to-end défay dmong the multiple paths. The
receive buffer blocking problem with asymmetric multiplatips was investigated in detail by
Dreibholz et al. [6]. They showed that both the sender and receiver queu&kibp@roblems
existed in asymmetric paths, causing the multi-path texnsfotocols to have poor performance.

In this paper, we consider a special class of wireless né&svor which each host exchanges
data packets with other hosts simultaneously through twmane network interfaces connected
to different heterogeneous networks. The packet trangmnssamong hosts follow a simple
communication channel model, called thacket erasure channelin which sequential packets
are either received or lost. Digital fountain codes [7]4[&€e types of forward error correction
(FEC) codes for erasure channels. For example, in vehicdldéwoa networks, a rateless coding
approach was proposed for performing fast and efficient diassemination through cooperating
vehicles [11]. A fountain encoder continuously generas encoded packets by the modulo-2
addition of randomly selected packets amdngriginal packets. Irrespective of which encoded
packets are collected and the order in which they are celledt a sufficient number of encoded
packets are collected, the fountain decoder can recoveorigmal packets from any subset of

k’ encoded packets with a probability ¢f —¢), wherek’ = k(1+¢), andk’ is slightly greater
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TABLE |

SUMMARY OF NOTATIONS

‘ Notation H Description

S Multihomed HMTP sender

D Multihomed HMTP receiver
E, Encoded packet : n € {1,2,..., N}

1 Total number of network interfaces on the node

J Number of network interfaces simultaneously in use by the node
k Number of original packets at the sender

K Number of received encoded packets at the receiver
S Number of degree-1 encoded packets

L Amount of load (application data) at S

R; Transmit rate on interfacg
Reg Effective transmit rate of the node

é Decoding failure probability

w Decoding inefficiency

than k. The failure probability,s, of decoding is bounded by < 27¢* and depends on the
degree distribution used by the sender to encode the padhets, (1 + <) is a small positive
real number called thdecoding inefficiency7]—[9]. Table | shows a summary of the notations
used in this paper.

In this paper, we propose a heterogeneous multi-path toaingpotocol (HMTP), which
is an adaptive fountain-code-based multi-path transpastopol that efficiently improves the
throughput performance and path utilization of multi-hnginetworks. HMTP solves the receive
buffer blocking problem and eliminates the need for retn@insions and in-order packet delivery.
The NS-2 simulator and an 802.11 WLAN laboratory test-bedewesed to implement and
extensively evaluate the HMTP performance. The simulaaioth experimental results show that
the overhead and computational cost of HMTP are reasonaidetteat HMTP significantly
outperforms the existing transport protocol, i.e., the atwrent multi-path transfer — stream
control transmission protocol (CMT-SCTP) [12], especiaiiymiulti-homed 802.11 WLANS.

The remainder of this paper is organized as follows. Sedtidiscusses related works. Section
lIl presents the HMTP protocol and its operational detéilsction IV presents the results of
extensive NS-2 simulations for various multi-homing hetgmeous networks. Section V presents

the results of the network-emulation-based test-bed @xpats, while Section VI summarizes

May 10, 2012 DRAFT



and concludes this paper.

[l. RELATED WORK

Recently, multi-path transmission has attracted condudiermterest. However, many issues
such as building a new transport protocol for multi-patimsraission still exist. For example, the
standard TCP does not support multi-homing. Therefore, naltiqpath transport protocols have
been introduced by modifying TCP. In [2], Huitema proposealfibst multi-homed TCP. Subse-
guently, many other researchers proposed new multi-patisport mechanisms by modifying the
standard TCP. Hsieét al. proposed parallel TCP (pTCP) [13], which allows multiple cections
to achieve the bandwidth aggregation offered by multiplthgarrespective of the individual
characteristics of the paths. Therefore, pTCP could notaehnulti-path load balancing. Dong
et al. introduced concurrent TCP (CTCP) [14] by extending the stahd@&®P; this protocol was
implemented in the FreeBSD kernel. Multi-path load balagoivas achieved in the transport
layer, and CTCP was backward compatible with the standard TGP Rojviboonchaiet al.
proposed multi-path TCP (M/TCP) [16] based on the currentgperance of the Internet. The
M/TCP, which is an alternative to the standard TCP, was dedigmémprove the reliability and
performance of the Internet to support multi-path trantpafhanget al. proposed a mobile
TCP (mTCP) [17], i.e., an end-to-end transport layer protdbak can efficiently aggregate
the bandwidth available on several paths in parallel. Bysig the packets of the flow across
multiple paths, mTCP can not only realize higher end-to-éndughput but also be more robust
under path failure.

Some studies have focused on the multi-path transport ssheplemented in SCTP [18],
which is a new transport layer protocol that has been praptzsevercome the problems inherent
to TCP and user datagram protocol (UDP). SCTP performs fumctsmilar to TCP, such as
congestion control and reliable data transmission, anal @dsforms some additional functions
such as multi-streaming, multi-homing, and four-way hdwadtes. The multi-homing scheme
enables the establishment of several network-layer caiomscbetween two end hosts via a
single SCTP association. Some researchers believe thautrent SCTP packet format already
contains sufficient information for the data source to dgptiish between all used paths. &
al. proposed a load sharing SCTP (LS-SCTP) [19], which uses apémdient sequence number
for each path. Liaceet al. proposed a concurrent multi-path SCTP (cmpSCTP) [20], whedsu
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several new mechanisms including a multi-buffer structunelti-state management, two-level
sequence numbers, and a cooperative selective acknowledgdSACK) strategy to achieve
effective bandwidth aggregation. e al.introduced the independent per-path congestion control
SCTP (IPCC-SCTP) [21], which achieves per-path congestiorr@onithout any modifications

to the packet format of SCTP by implementing an implicit paglqueence number.

Multi-path data delivery has been actively discussed bylthernet engineering task force
(IETF), in the form of the multi-path TCP (MPTCP) [22]-[24] exision to TCP and the CMT
[12] extension to SCTP (CMT-SCTP). MPTCP can simultaneouslywelelTCP packets over
multiple paths and aggregate the available bandwidth ofpttas. As the result, MPTCP is
able to achieve a higher aggregate throughput performanedibiently exploiting the available
bandwidth of multiple paths. However, it was noted that tldput of MPTCP was lower
than the aggregate throughput due to out-of-order recepaettets. Out-of-order packets at the
receiver may also cause a large variation in the end-to-etadydor multiple paths. CMT-SCTP
was proposed to overcome the problems caused by using aeusemguence-number space
for data transfers occurring concurrently over multiplehga In [25], lyengaret al. proposed
five retransmission policies for CMT-SCTP in order to take iatount the various multi-
path characteristics for the retransmission over mulfgaths. Further research on the effect of
receiver buffer size and bottleneck queues on the enddgaths has been performed [5], [12].
The problems caused by the out-of-order received packetghenretransmission over multiple
paths can be efficiently resolved by introducing digitalrftain codes into the multipath transport
protocols.

Recently, fountain codes-based multipath protocols haee peoposed. A preliminary version
of the proposed HMTP was presented in [1]. In comparison With preliminary version, this
paper includes a substantive extension as follows:

« Recent related work has been concisely summarized.

« A comprehensive description of HMTP with an illustrativewithart and detailed explana-

tion is provided.

« The selection of key parameters for HMTP is investigated.

« HMTP has been implemented in a Linux kernel and evaluatedeterbgeneous network

topologies by using a network emulator.

In [1], Hwang et al. revealed that the problems caused by the out-of-ordervetgiackets
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and retransmission over multiple paths can be efficientbpled by introducing digital foun-
tain codes into the multi-path transport protocols. Laa@gther fountain code-based multipath
transmission control protocol (FMTCP) was proposed by €al. [26]. FMTCP uses a fountain
code to encode the transmission data, and uses the advaritdgerandom coding scheme to
avoid the performance degradation due to retransmissiotisei multi-path transport protocols
such as MPTCP [22]. While FMTCP uses a similar approach to HMWH &P focuses more on
the data allocation policy, which determines an appropneth (subflow) among multiple paths
to transmit a new packet. This policy affects the transrmars®fficiency and overall decoding
performance. Under FMTCP, each sender uses the estimatedjyality and knowledge of the
number of received symbols as the policy input. SpecificdiMTCP estimates the expected
delivery time (EDT) and expected arrival time (EAT). The E¥Tused to measure the overall
quality of the paths, while the EAT is used to compare thesimaiasion time of all subflows
as well as to determine the subflow allocation. Theoretioalyses and simulation results have
shown that FMTCP outperforms MPTCP.

Conversely, HMTP depends on the underlying transport pobtfms determining how much
traffic will be transmitted over each path rather than usingetive allocation scheme because
the receiver can successfully decode the sent chunk if onduficient number of packets
are received. Interestingly, Cal al. [26] claimed that HMTP was a stop-and-wait protocol,
and FMTCP introduced a prediction mechanism for more efficaata delivery. However,
HMTP does not adopt a stop-and-wait protocol at the tramdpger. The transport protocol
for encoded packets is a pipelined reliable data transf&iopol such as TCP or SCTP. At the
application layer, HMTP uses an acknowledgement schemedoh chunk. However, it can
concurrently start to encode and transmit packets for thx¢ amailable chunk without waiting
for the acknowledgement of the current chunk in order toyfekploit the path capacity in the

network.

I1l. HETEROGENEOUSMULTI-PATH TRANSPORTPROTOCOL(HMTP)

The proposed HMTP protocol consists of a fountain layer aadsport layer. The transport
layer is wrapped with the fountain layer. As illustrated i1g.R2, a multi-homed sender accepts
original data packets from a data stream of the applicatigarland then encodes them into inde-

pendent fountain-encoded packets. These packets aredgheuarcently transmitted over multiple
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Fig. 2. Proposed multipath transport protocol.

heterogeneous paths. Because the packets are transmitietkimover the heterogeneous paths,
some packets may arrive at the receiver out-of-order andr®tmay be missing because of
the heterogeneous path characteristics, i.e., the lossarat end-to-end delay. For the existing
multi-path protocols, these out-of-order packets canreotdblivered to the application layer
until the lost packets are retransmitted and the in-ordeofspackets is received. This results in
increased delays and the receive buffer blocking problentiM TP, however, received fountain-
encoded packets are delivered immediately to the upper legspective of their arrival order
and decoded into original packets. This approach elimin#te need for retransmissions and
in-order delivery of packets because the fountain-encquexkets need not arrive in order and
the loss of some such packets is tolerated. Therefore, thy@oped HMTP effectively resolves
the issue of managing out-of-order packets and elimindtesédceive buffer blocking problem.
More specifically, irrespective of which encoded packetsraceived and the order in which
they are received, an HMTP receiver can recoverktiogiginal packets whek’ encoded packets
are received, with a probabilityl — ¢), wherek’ = k(1 + ) and &’ is slightly greater than
k. The decoding failure probabilityj, is bounded bys < 27 and depends on the degree
distribution used by the sender to encode the packets. Iiti@udit is worth noting that the
coding rate of HMTP is highly dependent on the number of psokesed for the fountain code.
If k& is reduced, ther should be increased to maintain a certain levelj othereby resulting

in higher coding rate. Therefore, the HMTP algorithm acegbetter coding efficiency when a
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large data chunk is available for transmission. This is beeaf the size of data chunk increases,

k increases. This implies that HMTP is more appropriate fdriegng a reliable and efficient

performance for data network applications with a suffidietarge amount of data, such as file

downloading and progressive video streaming over heteesme multi-path networks.

A. Basic Operational Procedure of HMTP

Figure 3 shows the HMTP flowchart. The gray and white boxegatd the operations of the

sender and receiver, respectively. The basic HMTP opeatiorocedure is as follows:

(1)

(2)

3)

(4)

(5)

At the multi-homed sender, a continuous stream of new fftatm the application layer
is divided into chunks of sizek(x L), wherek is the number of packets in the chunk
and L is the length or size of each packet.Afis too large, a long delay may occur
before the encoding process starts. Thereforé, plackets are not available from the
application layer within a certain time interval, then th®HP has to be implemented
to forcedly start the encoding process.

The original packets in the chunk are encoded into inddget fountain-encoded
packets by the modulo-2 addition of packets randomly chdsem among thek
original packets that make up that chunk.

The resulting fountain-encoded packets are assignemliatdin header that includes
the chunk ID and the seed for the pseudo-random number denerais seed will be
used by the decoder at the receiver end to generate the sad@nrasequence. The
fountain-encoded packets are then delivered to the tran$pger for heterogeneous
multi-path transfer to the receiver.

In the transport layer, the fountain-encoded packetsamsigned sequence numbers
(SNs) or transmission sequence numbers (TSNSs) if the yndgrransport protocol is
TCP or SCTP, respectively. Thereafter, they are enqueueckitraimsmission buffers
and then continuously transmitted over multiple paths ®réceiver.

After transmittingk’ fountain-encoded packets, the sender waits for feedbaugecn-
ing the number of correctly received fountain-encoded ptckAt the same time, if the
next chunk is available for transmission, the sender stiagtabovementioned procedure

for the next chunk.
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Fig. 3. Flowchart of the proposed multi-path transport protocol.

(6) If the sender receives feedback that the number of dyresceived packets is smaller
than £/, it additionally transmitsy packets. Otherwise, it continues the procedure for
the next chunk.

(7)  Atthe receiver, the received fountain-encoded packetsielivered to the fountain layer
irrespective of their arrival order. Then, the receivensmaits the feedback concerning
the number of correctly received fountain-encoded pacuats £’ fountain-encoded

packets are correctly received.
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(8) If k¥’ fountain-encoded packets are correctly received, thedileggrocedure begins.
Then, the result of the decoding procedure is transmittéldetaender. Although(1+¢)
packets are correctly received, the decoding process danwifia a probability of §.

(9) If the receiver successfully recovers theoriginal packets, they are delivered to the
application layer. Otherwise, the receiver waits for thelional fountain-encoded
packets for the current chunk.

The proposed HMTP can be easily implemented by disablingetransmission for the in-
order delivery, which is required for the ARQ schemes of TCP &ad'P. In order to disable
the retransmission, we modified the ARQ scheme of the exidtaugsport layer as follows:
at the transport layer of the sender, the fountain-encodettgis delivered from the fountain
layer are assigned SNs or TSNs before they are transmitted raultiple paths. The newly
generated fountain-encoded packets are assigned new SIBNsrin sequence. However, when
3 duplicate acknowledgements (ACKSs) arrive, i.e., packss loccurs, the SN or TSN of the
lost packet is assigned to the newly generated fountaineitt packet and not to a specific
lost fountain-encoded packet because the proposed &igoneed not retransmit the specific
lost packet. In most retransmission algorithms, a sendepsas yet unacknowledged packets
to respond to the retransmission request. However, in HMA®,sender need not retain the
fountain-encoded packets for retransmission.

At the receiver, the received fountain-encoded packetsdaetiwered to the fountain layer
irrespective of their arrival order. In other protocols lsis TCP, when packets are received out-
of-order because of the lost packets, the receiver sendplecale ACK to inform the sender
of the packet loss and waits for the retransmission of theiSpdost packet. In this case,
the received packets cannot be delivered to the upper I&ybile the receiver waits for the
retransmission of the lost packet, the receiver buffer ledfilwith the newly received packets.
If the receiver buffer is filled with out-of-order packethetnewly arrived packets are dropped.
Therefore, the overall throughput decreases. However, M P the receiver need not wait for
the retransmission of a specific lost fountain-encoded gtadk simply delivers all received
fountain-encoded packets to the fountain layer irrespedif their arrival order. Therefore, the
receiver buffer is always available, and the receive buftecking problem does not occur.

As briefly discussed at the end of Section II, HMTP does nokwoml stop-and-wait manner.

The flowchart in Fig. 3 shows the procedures of the transoms&dr a single chunk. After
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transmitting &’ packets, it has to wait for the feedback from the receivenilar to a stop-
and-wait manner. However, this is a waste of the network paittzation. Therefore, HMTP
immediately starts a new transmission for the next chunkig available from the upper layer,
as explained in procedur®). Using this pipelined approach, HMTP does not have idle time

wasted in waiting for the feedback from the receiver.

B. Parameter Selection for HMTP

The multi-homed sender selects the appropriate paramstets ask, ¢, and § for fully
utilizing the multiple paths, minimizing the encoding/ddag overhead, and maintaining the
encoding/decoding performance at a predetermined legHehithan its maximum effective
transmit rate. Then, the sender continuously generategdmiencoded packets by the modulo-
2 addition of a number of randomly selected packets ffoariginal packets and transmits them
to the receiver. The number of random packets is determigetebselected probability (degree)
distribution. This also influences the encoding/decodirgegss. Therefore, selecting a suitable
probability is very important.

For an encoder of Luby transform (LT) codes, each fountareded packet is generated
by the modulo-2 addition off randomly selected original packets. The degigds randomly
selected from a degree distribution such as an idle or ramigon distribution. For an LT code,

the idle soliton distributiorp(d) is defined as follows [7], [8].

e p(l1)=1/k
e Forall d=2,...k, p(d) =1/d(d—-1)
Here, the expected degree of an encoding packgt'js, d/d(d —1) = H(k), whereH (k) ~

(1)

In(k) is the harmonic sum up to the number of original packetslowever, in practice, the idle
soliton distribution works poorly because the expectedlvemof encoded packets encoded using
only 1 original packet, i.e., degree-1 packet, is too snidlerefore, the robust soliton distribution
was developed to improve the decoding performance of LT oltethis distribution, a new

parametefS(d, k, ¢) is defined as

S(,k,c) = cln (g) x Vk, (2)

where ¢ is the desired decoding failure probability at the receiegrd c is a suitable positive
constant that has been found to significantly affect the gadtormance. By definitior§(d, &, ¢)
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Decoding fail probability &)

Fig. 4. Real decoding failure probability’] as a function ofc whené§ = 0.03.

is the number of encoded packets that were encoded usingloolyginal packet (degree-1

packet). The positive function(d) is defined as

S/dk for d=1,...,(k/S)—1
7(d) = SIn(S/d)/k for d=k/S (3)
0 for d=k/S+1,....k
The idle soliton distributiorp(d) is added tor(d) and normalized to obtain the robust soliton
distribution, x(d):

o B=Y5 pld)+7(d)
e Forall d=1,....k p(d) = (p(d)+7(d)/3

The robust soliton distribution ensures that the numbereagfrele-1 packets iS. Therefore,

(4)

it can improve the decoding performance. However, the padioce of the robust soliton
distribution may be poor when the value ©is too small. The number of degree-1 packets plays
a very prominent role in the success of the decoding proee@r Whenk ands are fixed, the
value of S becomes a function af. Fig. 4 shows the real decoding failure probability) fvith

respect to the value of obtained from our implementation of the HMTP encoding/dicg
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algorithms. In the implementation, we used the messagangaakjorithm in our decoder. As
shown in Fig. 4, when the value ofis very small, the real decoding failure probability obtadn
from the implementation is higher than the desired decothiigre probability. This is because
for small values ot;, the number of degree-1 packets is less than what is regiairéde success
of the decoding procedure at the desired decoding failunbahility. It has been shown that if
there are no degree-1 packets, the decoding proceduravithis probability of 1 [8]. However,
when the value of: is 0.07, it is observed that = ¢ for £k = 800 and 1000. Consequently,
it is important to properly set the value ofsuch that the desired decoding failure probability
can be achieved. Fig. 4 also shows that the appropriate wdluegthat makesy’ < § changes
according to the value df. The value oft is determined by the size of the original data chunk.
This implies that if the size of the original data chunk chesygve have to change the value of
¢ according tok. Through extensive simulations, we have obtained the gpjate values for

these parameters and tabulated them for an adaptive selecti

IV. PERFORMANCEEVALUATION

In order to demonstrate the effectiveness of HMTP, we hawelwctied extensive simulations
using the NS-2 simulator [27] and compared its performamgzenst that of CMT-SCTP. For the
CMT-SCTP implementation, we used RTX-CWND as the retransnrigsaicy because it was
reported to be the best retransmission policy among the tieigs recommended for CMT-
SCTP [5]. In the RTX-CWND, lost packets are retransmitted todastination for which the
sender has the largest CWND. If there is a tie, it is broken ranyld~or HMTP, the parameters
andk for the fountain layer are set as 0.03 and 1000, respectiMelgier this configuration, once
the receiver receives 1137 fountain-encoded packetsnite@onstruct 1000 original packets. In
the simulations, we have evaluated the performances of HRMEPCMT-SCTP in three different

multi-homing environments.

A. Performance of HMTP in simple heterogeneous multi-hgmietworks

First, we have conducted a set of simulations for a simplerbgeneous multi-homing
network, as shown in Fig. 5 to show how HMTP solves the recbiviéer blocking problem.
The bandwidth was 1 Mb/s for both paths. We defined heterayenpath environments with

different end-to-end delays and loss rates. While the erehitbdelay and loss rate on path 1
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Path 1

1Mb/s
20ms
0.01 loss rate

1Mb/s
40ms~80ms
0.01~0.3 loss rate

Sender Receiver

Path 2

Fig. 5. Simple heterogeneous network topology.

were kept constant, those on path 2 varied from 40 to 80 ms &1d©®0.3, respectively. We used
the file transfer protocol (FTP) application module in the-RISimulator to generate data traffic.
Each simulation ran for 100 seconds. The maximum amount @ tlaffic generated during
each simulation was 200 Mb because the sender was connec®elinks with a bandwidth of

1 Mb/s.

We compared the throughput performances of CMT-SCTP and HMMEnwvthe loss rate
of path 1 was fixed at 0.01 and that of path 2 varied from 0.01.8 Big. 6(a) shows the
throughput and goodput of CMT-SCTP and HMTP, when the enditbdelay for both paths
is 40 ms. Each point in Fig. 6(a) is the average value for 1Qukitions. The goodput is the
throughput measured at the application layer and does nott¢be packet transmissions used
for lost packet retransmissions. For CMT-SCTP, the througlopypath 1 decreases as the loss
rate of path 2 increases, as shown in Fig. 6(a). When the ldssofgpath 2 is high, although
the loss rate of path 1 is fixed, the throughput of path 1 deeebecause of the receive buffer
blocking caused by many lost packets on path 2. In contrastiMTP, although the loss rate
of path 2 increases, the throughput of path 1 is maintainatdyheonstant at 1 Mb/s, as shown
in Fig. 6(a). This implies that the throughput of path 1 for IR is not affected by the loss
rate of path 2. As a result, HMTP realizes multiple compieiedependent paths because in
the proposed protocol, the receiver need not wait for theamemission of the loss packets and
delivered the received packets to the fountain layer ieesye of their arrival order. In order to
compare the actual HMTP performance, we have also comphesddodput of both protocols
in the application layer, as shown in Fig. 6(a). The HMTP periance is better than that of
CMT-SCTP when the loss rates of both paths are different. Té@elancy of goodput between
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Fig. 6. Simulation results for the simple topology with a receive buffer = B4léss rate = 0.01 for path 1, and end-to-end

delays = 40 ms for both paths.
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HMTP and CMT-SCTP increases as the loss rate of path 2 incréasesise of more frequent
receive buffer blockings.

In order to further investigate the receive buffer blockipigpblem over multiple paths, we
measured the throughput performance with respect to treveebuffer size when the loss rates
of paths 1 and 2 were 0.01 and 0.2, respectively. As shown gn &{ib), the throughput of
path 1 was much higher than that of path 2 because the los®frgath 1 was much lower
than that of path 2. In Fig. 6(b), the vertical line indicatee 95 % confidence interval of
each experiment. The variance of simulation results for CMas Warger than that for HMTP
because the performance of CMT was more susceptible to theddilmay changes in the topology.
For CMT-SCTP, the receive buffer blocking problem was moressevor a small size buffer
and became mitigated as the receive buffer size increasesargdie that the heterogeneous
characteristics of multiple paths have a negative influemecehe performance of multi-path
transfer. In other words, the receive buffer blocking pemblbecomes worse when a path with
a high loss rate or long end-to-end delay is used for multigeansfer. Conversely, HMTP

consistently achieves a high throughput performance dégss of the buffer size.

B. Performance of HMTP in complex heterogeneous multi-hgmetworks

In order to evaluate the performance of HMTP in complex angrogeneous multi-homing
networks, we generated a complex topology using GT-ITM ir2\J87]. The topology is shown
in Fig. 7. There were 28 nodes and 56 links. The bandwidth atel/af last-hop links connected
to the sender and receiver were set as 1 Mb/s and 10 ms, nespecthe other links had a
bandwidth of 10 Mb/s and delay of 10 ms. In the topology, nd@lesd O were the sender and
receiver, respectively. We defined paths 1 and 2 as the pattsing through nodes 1 and 2,
respectively. The total loss rate on path 1 was maintain€dCdt, whereas that on path 2 varied
from 0.01 to 0.3. Here, we used the FTP application moduldaénNS-2 simulator to generate
data traffic, and each simulation ran for 100 seconds.

Fig. 8(a) shows the throughput and goodput of CMT-SCTP and HNMiTte complex and
heterogeneous multi-homing networks. As in the case of ttmple topology, in HMTP, the
throughput of path 1 is maintained at 0.92 Mb/s while the lads of path 2 increases because
there is no receive buffer blocking. Fig. 8(b) shows the yl@leeasured at the application layer
of CMT-SCTP and HMTP. Note that the delay measurement incltfteencoding and decoding
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Receiver

Fig. 7. Complex heterogeneous network topology.

computing time, application layer waiting time, and netkvtnansmission delay. When the loss
rate of path 2 is zero, HMTP incurs a longer delay becauseetidiay for encoding/decoding
packets and the transmission @ — k) more packets. This implies that an overhead for the
encoding/decoding packets in HMTP exists, but it is neblayi(less than 10% in comparison
with CMT-SCTP when the loss rate of path 2 is zero). On the contess shown in Fig. 8(b),
the delay for CMT-SCTP increases as the loss rate of the pathr@ases, while the delay for

HMTP is maintained constant.

C. Performance of HMTP in multihomed wired and wireless intenaxted networks

Fig. 9 shows a multi-homed wired and wireless interconmeottwork consisting of a multi-
homed mobile host, many single-homed mobile hosts, and ti® 8S1 and BS2). The multi-
homed sender has two wireless network interfaces and itdispendently associated with the
2 APs using its multiple interfaces. Three single-homed itediosts are associated with AP-2
(BS2). These single-homed hosts use TCP as the transporcpkoWwhen the multi-homed
sender associates with 2 APs, if the environment of each APttaencondition of each wireless
link are heterogeneous, the transmit rate, which is asdignyeeach AP, would be different
because the AP decides the transmit rate of each client bsidenng various factors such as

the signal to interference plus noise ratio (SINR) betweenAR and each host as well as the
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Fig. 8. Simulation results for the complex topology with receive buffer &B4nd loss rate = 0.01 for path 1.

number of clients associated with the AP. The loss rate adet@®end delay of each path would
also be different because the SINR between the multi-honostl dnd each AP as well as the
number of clients associated with each AP are differentrdieioto prevent collisions between the

2 links established by each AP, we assume that each link msedl@gonal channel. Therefore,
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Fig. 9. Wired and wireless interconnected network topology.

the multi-homed sender has two independent and heterogstie&s for data transmission. The
destination is connected through gigabit wired netwonkghis multi-homing multi-rate wireless
network, there exist heterogeneous wireless links anddwirnks; therefore, it is more difficult

to reliably and efficiently distribute data packets throumultiple paths.

We have evaluated the HMTP performance of this heterogenemuti-homing multi-rate
wireless network scenario. The connections with AP-1 ane?Ade defined as paths 1 and 2,
respectively. The bandwidth of the wireless links was seb &b/s. While AP-1 had no other
clients, AP-2 had several clients. The number of singledwrlients of AP-2 varied from 0
to 3. Therefore, the transmit rates of both paths may difémoeding to the number of clients
associated with each AP owing to the interference from theeroassociated clients. As the
number of single-homed clients of the AP-2 increased to8triénsmit rates of path 2 changed.
For this case, many packets would be out-of-order and threvebuffer blocking problem would
occur often. Fig. 10 shows the throughput and goodput padace of CMT-SCTP and HMTP.
As shown in Fig. 10, in HMTP, the throughput of path 1 maingaits available bandwidth (4
Mb/s) because receive buffer blockings do not occur. Inresmtin CMT-SCTP, many out-of-

order packets caused by lost packets transmitted through2okead to frequent receive buffer
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Fig. 10. Simulation results for the wired and wireless interconnected nietwor

blockings. If the transmit rate of path 2 is very low because AP is associated with many
clients, most of data packets are transmitted through paithérefore, for this case, the receive
buffer blocking problem becomes more severe in CMT-SCTP. Hew&IMTP exhibits the better

throughput and goodput performances for this multi-homamiggless networking scenatrio.

V. PERFORMANCE OFHMTP IN REAL TEST-BED EXPERIMENTS

In order to evaluate the performance of HMTP, we used a restlbied based on a Linux
machine. The experimental topology is similar to the mitmed topology shown in Fig. 1(b).
Two types of multi-homed laptops were used for constructimg test-bed: a laptop that had
two Ethernet interfaces and a laptop that had one Ethertetfase and one IEEE 802.11 Wi-
Fi interface. The two scenarios were configured using thevar&t emulatorEXata developed
by Scalable Network Technologies, Inc. [28]. Note that th&ednet shown in Fig. 1(b) was
emulated using EXata, while the laptops transferred thé IRdraffic through the network
interfaces connected to the emulated networks.

The first scenario involved the data exchange between twai-hmurhed hosts on different
wired access networks. The hosts in Fig. 1(b) were the Iaptaith two Ethernet interfaces.

The second scenario involved the data exchange betweendsts that were simultaneously
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connected to wired and wireless access networks, i.e., afiewired link and the other with
wireless link. The second scenario took into account thh ags rate and long end-to-end delay
of the wireless links on the IEEE 802.11 WLAN.

HMTP was implemented in C++ on a Linux platform. All experin®ihave been conducted
under Linux kernel-2.6.31.14. Because the standard Linuntib9 package does not support
SCTP, we upgraded the Linux kernel and installed the SCTP rmoliskttp-tools-1.0.11 in
order to use SCTP as a transport layer. Note that the Linuxekstream control transmission
protocol (Iksctp) project has implemented SCTP in the Linexnkel [29]. Specifically, HTMP
was implemented as an application in Linux based on the SCTdlmolt basically used SCTP
as the transport protocol and modified it by enabling the ameat transmissions on the multiple
paths and disabling the packet retransmissions for HMTEnTthe HMTP application called
the standard socket functions to use the functions of theifreddSCTP module in the Linux

kernel.

A. Experimental results

We have evaluated the performance of HMTP in scenario 1, iolwddl the multi-homed hosts
have two Ethernet interfaces and are connected to the &ttasing two Ethernet interfaces. In
this set of experiments, we sét ¢, and ¢ for the fountain codes as 1000, 0.057, and 0.03,
respectively.

In order to compare the performance, we measured the avémgeaequired to transmit a
fixed number of packets using HMTP and CMT. Then, we calculdtedhroughput performance
of each protocol in terms of the average number of packetsmméated per second (packets/s).
Fig. 11 shows the results of these experiments. Notice beperformance of HMTP is better
than that of CMT. However, the performance gain is small beeall paths between the two
multi-homed hosts are homogenous wired Ethernet linksttisrset of experiments, the packet
loss rates for both paths were smaller than 0.001, and theceedd delays for both paths
were smaller than 1 ms. This implies that the receive buffecking rarely occurs because the
heterogeneity of both paths is very small. Note that botkolagpare connected to the same wired
switch.

Then, we conducted another set of experiments in more lggreous environments. We

evaluated the performance of HMTP in scenario 2, in whichnallti-homed hosts had two
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Fig. 11. Throughput results in the experimental test-bed.

different network interfaces, Ethernet interface and 80D2Vi-Fi interface, and were connected
to the Internet through them. The paths between the two +hattied hosts were different in
terms of the throughput and delay performance in this setxpéments: one was the wired
Ethernet link and the other was the IEEE 802.11 wireless. liWkile the loss rate and end-
to-end delay of the wired Ethernet link were similar to thasescenario 1, the corresponding
values for the IEEE 802.11 wireless link were 0.1 and 5.7 raspectively. This implies that
the receive buffer blocking occurs more frequently in scen2 than in scenario 1 because the
heterogeneity of both paths is large in scenario 2. Fig. Jdwshthe results from this set of
experiments. As shown in Fig. 11, the performance gain of BMT scenario 2 is higher than

that in scenario 1.

B. Summary

HMTP was implemented on a real test-bed using laptops andveorie emulator. Its per-
formance was evaluated using two scenarios. In order tauatalthe performance of HMTP,
we measured the average time required to transmit a fixed ewuifbpackets over multiple
paths using HMTP and CMT. We then compared the performancéeotwo protocols. The

experiments indicated that HMTP outperforms CMT in hetenegeis multi-homing networks
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and mitigates the receive buffer blocking problem.

VI. CONCLUSION

The heterogeneous path characteristics of multi-homedanks present many challenges
for reliable and efficient concurrent multi-path data trarssion. The main objective of this
work is to improve the overall network performance by saivitne receive buffer blocking
problem in heterogeneous multi-homing environments. Tdwlais end, we have proposed a new
multi-path transport protocol, HMTP, that uses fountaidex In HMTP, before a multi-homed
sender transmits data packets, it encodes them into fouetaioded packets. After a sufficient
number of encoded packets have been successfully receivibd anulti-homed receiver, the
original packets can be recovered irrespective of the ardevhich the packets were received
across the multiple paths. The proposed scheme can rel@aiayefficiently transmit packets
through heterogeneous paths in multi-homing networks.r€kelts of extensive simulations and
experimental test-beds show that HMTP achieves improveriginput and high path utilization.
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