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Abstract

We consider the issues of mitigating interference and imipg network capacity in wireless
networks from the viewpoint of channel diversity. Multiasimel diversity allows multiple pairs to
concurrently use the wireless medium, thus increasing tiieewable capacity; this multi-channel
diversity can then be fully utilized by enabling wirelessdee to dynamically switch their channels.
However, the process of switching channels in a wirelesst@iver incurs switching overhead, resulting
in the degradation of the throughput performance. We pm@oseceiver-centric multi-channel MAC
protocol (RcMAC) that allows nodes to efficiently utilize tiple channels by reducing unnecessary
channel switching. Receiver-centric channel switchingbées each sender node to asynchronously and
independently switch channels to one where its intendediver resides, without requiring explicit
channel negotiation. Thus, the wait time at the control aeais reduced, in addition to the number of
channel switchings, thereby improving channel utilizatids this scheme requires prior knowledge of
which channel a node is switched to, each node cooperatdheyes its channel usage information in
order to recognize the channels that its neighboring nodessing. Through extensive simulations, we
show that the proposed MAC protocol significantly improvessork throughput and reduces end-to-end

delay compared with other multi-channel MAC protocols.
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. INTRODUCTION

Wireless networking has received considerable attent®ra gromising technique for es-
tablishing ubiquitous service infrastructure and for pdovwg seamless connectivity in both
mobile and static environments. Recently, rapid advancesre@less communication technologies
(e.g., MIMO, OFDM, SDR, and smart antennas) make it possibleeadily establish wireless
communication networks that can satisfy diverse qualityasf/ice (QoS) requirements pertaining
to parameters such as data throughput, delay, and jittdr smnple deployment and management.
In these networks, one critical performance metric is thevaek throughput performance.
In carrier sense multiple access (CSMA)-based wireless arkimg environments, in which
a number of nodes share a single wireless medium, the c@reand interference among
competing nodes can significantly affect the network thhgug performance, because only
one transmission is possible within a carrier sense rangas,Tother nodes within the carrier
sense range need to defer their transmissions in order tio avierference with the current
transmission. To mitigate this interference and maximize hetwork capacity, a variety of
protocols and algorithms for exploiting multi-channel atisity have been reported [1]-[20].
Based on these studies, it has been determined that muttirehdiversity can be realized by
enabling wireless nodes to dynamically switch channelsaBse each pair of nodes uses non-
overlapping channels, multiple pairs can concurrently tlee medium within a carrier sense
range. Therefore, the number of transmissions can be sedeand the achievable capacity in
a multi-channel network becomes larger than that in a siolgénel network.

To exploit the potential of multi-channel diversity, coniipg nodes need to use non-overlapping
channels in order to guarantee that communication on onenethaoes not interfere with that
on any of the other channels. The number of non-overlappmycathogonal channels is 3 and
12 in IEEE 802.11b and IEEE 802.11a [21], respectively. H@xegiven that the number of
sender-receiver pairs is typically larger than the numHdeorthogonal channels, a dedicated
channel cannot be allocated to each pair. Hence, the seadswer pair needs to perform
frequent channel switching in order to find a non-occupieahade! or a less congested channel.
Unfortunately, such channel switching in a wireless trengr may incur a considerable amount
of delay (we discuss the issue of channel switching overle&kction Il). Therefore, there is

a need to develop a multi-channel MAC protocol that effidieperforms channel coordination
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in order to reduce the overhead incurred by channel swigchin

In this paper, we propose a receiver-centric multi-chamM®&C protocol (RcMAC) that allows
nodes to efficiently utilize multiple channels without r@gquy unnecessary channel switching.
To this end, we introduce the following: 1) a fully asynchoas multi-channel MAC protocol
that requires only a single transceiver, 2) the notion okire-centric channel switching, 3)
channel negotiation via the cooperative sharing of chansage information from neighboring
nodes, and 4) multiple data transmissions based on a loekdakechnique in the outgoing
gueue. It is expected that receiver-centric channel swigckvill enable nodes to reduce their
wait time on the control channel as well as the number of calaswitchings that are required.
In addition, to further reduce the overhead incurred by @witg channels, each node is allowed
to transmit multiple data frames for bursty traffic on itsremt data channel. Finally, through
ns-2 simulations [22], we show that network performancegsicantly improved in terms of
the throughput and end-to-end packet delay.

The rest of this paper is organized as follows. In Sectionvid, present the motivation of
our proposed scheme by investigating channel switchingheasl. Next, in Section Ill, we
summarize existing multi-channel MAC protocols. In Sectiky/, we describe our proposed
multi-channel MAC protocol. In Section V, we analyze thetpoml in terms of throughput and
overhead. We then discuss several issues pertaining te-chalinel diversity in Section VI. In

Section VII, we present our simulation results and then kmlecthe paper in Section VIII.

IIl. MOTIVATION

In a multi-channel environment, multi-channel diversigncbe utilized to increase network
capacity by enabling wireless nodes to dynamically switch tess congested channel. However,
the process of switching channels in a wireless transceéneirs overhead. To estimate this
overhead, we measured channel switching delays in a wsrglesvork testbed, in which the
sender-receiver pair was a Lenovo 300 N100 laptop equipptbda8COM 802.11a/b/g wireless
card (with an Atheros chipset), and used the Linux MadWifrelr{version 0.9.4) [23] for WLAN
networking. In addition to the default two-way handshakeTBACK under the IEEE 802.11
DCF, we implemented a channel-switching mechanism in theWitdriver for performing
channel switching overhead measurements. The pair atiéerb@tween two orthogonal channels
of 5.24 and 5.32 GHz in the IEEE 802.11a mode by changing theesaof the channel ID
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Fig. 1. Channel switching in a dumbbell topology with three senderyrecgiairs and two relay nodes.

and the frequency. By using Iperf [24], which is a network perfance measurement tool
for UDP/TCP data streams, we configured the sender to trariemitonstant bit rate (CBR)
traffic to the receiver in a duration of one second. In thiseexpent, we measured the channel
switching delay for three types of data rates and CBR traffiestaas shown in Fig. 1(a). We
observed that the channel switching overhead was conbigdeaige, and that it increased as the
network traffic became heavier. The reason is that it takes for the Linux device driver in the
wireless interface to clear the buffer associated with timeenit channel before it performs the
channel switching process. This time would therefore bereded if there were a large number
of packets waiting in the queue. As a result, in the case tmatmel switching frequently occurs
in a bottleneck node that is congested with a large amounataf tlaffic, the channel switching
overhead would not be negligible and would result in sigaificdegradation of the throughput
performance.

To further analyze the channel switching overhead, we pead anns-2 simulation for
AMCP [8], which is a well-known multi-channel MAC protocolna dumbbell topology, where
data packets are forwarded by two intermediate relay nodeandns, as shown in Fig. 1(b).
Each source node was configured to transmit CBR traffic at 5 Mind, the simulation time
was 50 s. This protocol uses a control channel to negotiateref allocation among competing
nodes and multiple data channels for data transmissiont, Netixus suppose that the source-
destination pairs initially reside on the control chanrglthis case, one of the source nodes
ny, no, OF ng initiates negotiation with the relay nodg. After this negotiation, both the nodes

switch to the data channel, exchange a data packet, anah rietduhe control channely, then
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repeats this same process for each source node. Given thahtmnel switchings are required
for each data transmission, the channel switching overlieatnificantly large, as shown in

Fig. 1(c). Becausew, and n; relay packets from the sources to the destinations, thefpnper

a large number of channel switchings. The channel switcbwerhead can cause the network
throughput to be significantly degraded.

However, if other source nodes know that the relay node ishendata channel, they can
switch to the data channel without any negotiation by alfmvthe relay node to remain on
the same data channel. Consequently, the number of chanitehisigs performed by the relay
node would be significantly reduced. Motivated by this figgiave considered a multi-channel
MAC protocol that would allow nodes to efficiently utilize thiple channels by reducing the

number of unnecessary and redundant channel switchings.

1. RELATED WORK

Existing multi-channel protocols can be roughly dividetbitwo categories: synchronous and
asynchronous protocols. For each class, we enumerate #@fty lolescribe the characteristic

features of these protocols.

A. Synchronous Protocols

Soet al. proposed MMAC [1], which adopts the IEEE 802.11 Power Salieghanism (PSM)
in order to synchronize the clocks between neighboring s.ofBMAC separates time into two
fixed sessions: one for negotiation and the other for datasmnéssion. During a negotiation
session, nodes exchange control packets in order that tigieiseeceiver pairs can communicate
with each other on the reserved channel during the follovdata transmission session. Chen
et al. devised MAP [2], which allows the data transmission phaséaee a variable length
depending on the negotiation results. In addition, MAP reesoany contention during the
data transmission phase by means of a scheduling algorithenmain advantage of these two
protocols is that they use only one interface. However, dusth be noted that the negotiation
phase in both the protocols needs to be sufficiently long tmmenodate all requests, which
subsequently limits the maximum achievable throughputoperance.

Some protocols in this class require tight synchronizatiéor example, Tzamaloukaet

al. devised CHMA [3], in which nodes continuously switch chasnatcording to a common
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hopping sequence. When using CHMA, if a sender succeeds iraegtiy control messages
with its intended receiver, both the nodes stop hopping aad data transmission. When the
pair completes its transmission, both the nodes re-syndeand follow the previous hopping
sequence. The authors later improved their work by guaeargehe collision-free transmission
of multicast and broadcast packets [4]. The main advantddmth the protocols is that they
require neither an additional interface nor a dedicatedrobnhannel. However, the process of
frequent channel hopping and the need for tight synchrtinizdboth incur overhead, in terms
of both implementation and operation.

On the other hand, McMAC [5] is considerably different, iratht can perform a parallel
rendezvous on different channels. In MCMAC, a node performsogic channel switching
according to its pseudo-random hopping sequence. If thexeaay pending messages in the
gueue, a sender temporarily deviates from its default sespi@nd then transmits them to a
receiver on another channel. In SSCH [6], nodes perioditafig into another channel according
to a randomized hopping sequence. If a sender wants to tiaagpacket to a receiver, it first
attempts to rendezvous with its corresponding recipiemd, then changes its hopping schedule
in order that its schedule can overlap with that of the remeil?atelet al. [7] further divided
a network into several sub-networks, and then allocatddrdifit channel hopping sequences to
each network. In their scheme, the transmission sequeschésiuled such that each sub-network

can rendezvous with another sub-network on every chanmel ho

B. Asynchronous Protocols

One dominant trend in asynchronous protocols is to allooatechannel for the exchange of
control packets and the other channels for data transmissicnode on a data channel cannot
hear control messages, and hence, protocols in this classat@ another dedicated interface
for control messages, or return to the control channel withishort time with no additional
interface.

Shiet al. proposed AMCP [8] as a method of alleviating starvation pgotd. In this approach,
each sender-receiver pair decides upon a data channeldaggdo its own internal channel
table. When an agreement is reached, both the nodes switdte tdata channel and transfer
one DATA/ACK packet, after which they immediately return teetcontrol channel. Luet al.

devised CAM-MAC [9], in which channel and node informationetschanged cooperatively. In
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CAM-MAC, the basic operation is similar to that of AMCP, excepatt when the requested
channel or receiver is temporarily unavailable, the neagimgy nodes can notify the sender of
this fact. Notably, both the AMCP and CAM-MAC protocols useyoahe transceiver. Compared
with these protocols, a unique feature of the proposed RcMA@sireceiver-centric channel
switching, which allows multiple senders to asynchronously and iedédently switch channels
to where intended receivers reside, without requiring iekpthannel negotiation.

Contrastively, DCA [10] and DPC [25] use two transceivers: isrfexed to the control channel,
and the other dynamically tunes in to a data channel to exjghBATA/ACK packets. Both DCA
and DPC follow the same basic operations as single-trarescprotocols. The major drawback
of DCA and DPC, however, is their low channel utilization, hesm nodes transfer only one
data packet for every two channel switchings. In additiohemwthe network is congested, the
control channel may become bottlenecked. In this case gbadhlisions can further reduce the
number of successful negotiations, and thereby degradevérall throughput.

DB-MCMAC [11] is somewhat different from other asynchronoustpcols in that it uses
the same number of transceivers and channels. For thismme@astoes not require a dedicated
channel for the exchange of control messages, because avampel can be monitored. In DB-
MCMAC, a node maintains its per-neighbor queues, and any rdiesteiver can dynamically
detach a packet and transmit it. The advantage of this pwbte¢hat the best channel for each
receiver is used for transmission, with a high probabilifyreception, because each channel

state is tracked. A notable drawback of DB-MCMAC, however, sshiigh hardware cost.

V. RECEIVER-CENTRIC MULTI-CHANNEL MAC

We now consider the problem of channel switching in a muiasmel network. In brief,
whenever a node has a packet to be transmitted, it needs tdiategwith its intended receiver
on the control channel and then switch to the data channednsmit data packets. Motivated by
the example in Section I, we propose a receiver-centrigimasbannel MAC protocol (RCcMAC)
that allows each node to asynchronously and independewitghs channels to one on which
its intended receiver resides. The nodes on the controlnehaare enabled to cooperatively
share the channel usage information, and hence, they adabivitch to that channel directly
without explicit channel negotiation with an intended iieeg instead of waiting for the receiver

to return to the control channel. This receiver-centricneted switching process can thus reduce

October 25, 2012 DRAFT



| Backoff Backoff

|
! DATA/ DATA/
Data ACK ACK " [CHS
Channel

Backoff

Control RTS] CTS CFM ! CHCB|
Channel <> [NCTS=—» - -
SIFS SIFS channel! ' Channel Time
bIFS Switching | Switching
(The pairs) !(Only sender)

Channel Sdlection Phrase ! Data Transmission Phrase !

Fig. 2. Basic operation of RcMAC.

both the wait time at the control channel owing to negotigtas well as the number of channel

switchings.

A. Basic Operation

The data transmission of a node under RcMAC consists diaanel selection phase on a
control channel and data transmission phase on data channels, as shown in Fig. 2.

In the channel selection phase, a pair of nodes that wishrtorzmicate with each other first
select a data channel. They then switch to that channel acttaege data packets. In the case
that the sender and its intended receiver are both on theot@htannel, negotiation is performed
using an RTS/CTS/CFM handshake, where RTS and CTS are the reorsend and clear-to-
send control packets, respectively, and CFM is a confirmatarirol packet that completes the
negotiation by confirming which data channel the pair hagedgro switch to. On the other
hand, when an intended receiver is not on the control chatinelsender performeeceiver-
centric channel switching, which is done either by an RTS/NCTS/CFM handshake, where NCTS
is the neighbor-supported-CTS, or by a CFM broadcast. In,lthefsender gathers the channel
information for its intended receiver and switches to th&adzhannel the receiver is currently
using without explicit negotiation on the control chanrtéig receiver-centric channel switching
is explained further in Section 1V-B).

In the data transmission phase, a sender is allowed to tranuutiple data packets in order
to reduce the number of channel switchings. For each datkepa€SMA with the binary
exponential back-off (BEB) algorithm adopted in IEEE 802.1CMis performed, as shown in

Fig. 2. In the BEB algorithm, when it is sensed that a channsltdeen idle for a specific time
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Fig. 3. Receiver-centric channel switching when an intended recisiveot on the control channel. Channels 0 and 2 are the

control and data channels, respectively.

interval, called thedistributed inter-frame space (DIFS), the sender selects a random back-off
timer, which is uniformly distributed if0, CW — 1], where CW is the size of the contention
window. CW is initially set to its minimum value C\,, and is doubled up to its maximum
value CW,,,, after each transmission collision. The back-off timer igrdased by one if it is
sensed that the channel has been idle for one physical toheasd it is suspended if it is sensed
that the channel is busy. The node transmits its frame whemdck-off timer reaches zero. By
using BEB, we can reduce the possibility of collisions amonglses on the same data channel,
and compel them to use the channel in a fair manner. Hencelatlactransmissions continue as
long as the receiver resides on the same channel and thersdrade data packets to transmit.
When a sender decides to switch back to the control chanrgdribrms CSMA with the BEB
algorithm and broadcasts a CHSW (channel switching) comacket on the data channel to
inform that it is going to leave the data channel, whereasréoeiver continues to use that
channel. It should be noted that by remaining on the datareidhe receiver may receive more
data packets from other nodes without incurring a channétking overhead. After switching
back, the sender performs CSMA with the BEB algorithm and brasts a CHCB (channel
comeback) control packet on the control channel to infore ieighboring nodes that it has

returned to the control channel.
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B. Receiver-Centric Channel Switching

We now explain the process of receiver-centric channelcéwwig in a simple network. Fig.
3 shows the control packet exchanges among the nodes duraighel negotiation when the
intended receiver is not on the data channel. First, wherséneler does not have the channel
information, the sender transmits the RTS on the controhak(Channel () and then receives
from its neighboring nodes the NCTS in which the channel ofitbended receiver is specified
(Channel 3 as shown in Fig. 3(a). After recognizing the receiver'sroie, it broadcasts the
CFM and finally switches t&Channel 20n the other hand, when the sender already knows the
channel of its intended receiver, it does not need to exa&¥S/CTS, as shown in Fig. 3(b).
In such a case, it immediately switches@hannel 2after broadcasting only the CFM.

Depending upon whether the sender knows the data channehih vs intended receiver
resides, the negotiation on the control channel for recagatric channel switching is performed

based on the following cases.

« Case 1:The sender does not know the current data channel of its intended receiver.
When a sender does not know the channel on which its intended/es currently resides,
it broadcasts an RTS packet on the control channel to thehberqng nodes within its
transmission range. Upon receiving the RTS, the neighbarades look up the local channel
table, and if they recognize that the intended receiver tsonahe control channel, one of
them replies with an NCTS that includes the current channeéhefintended receiver on
the control channel. In this case, in order to avoid potéctimtentions, each node puts a
random delay in the range of [0}, — T%i;s)] before broadcasting an NCTS packet. The
neighboring node with the shortest delay replies first with NCTS packet, and the other
nodes give up the attempt to transmit the NCTS packet whenutiierd NCTS transmission
is overheard. It should also be noted that if the intendedivecis on the control channel,
it replies to the RTS packet in an SIFS interval and the neaghg nodes do not broadcast
the NCTS packet. Upon receiving the NCTS, the sender broadaaSFM packet in order
to inform its neighboring nodes about the channel to whiak going to switch to.

« Case 2:The sender knows the current data channel of its intended receiver.
In this case, the sender omits the RTS/CTS (or NCTS) handshakdérmadcasts only a
CFM packet, in order that neighboring nodes can identify Wwiticannel the sender is going
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to switch to.
It should be noted that receiver-centric channel switclpirayides flexible channel switching
to senders on the control channels; they can switch to theemudata channel of their
intended receivers without needing to directly negotiati whem.
On the data channel, each node gathers the channel usageatitm, including that of which
nodes are on the data channel, by listening to the DATA and AGKnés.
« Case 3:The next intended receiver is found on the current data channel.
A sender does not need to return to the control channel aft@pteting the current data
transmission if it recognizes that its next intended rezris on the same data channel. This
scheme effectively reduces the number of unnecessary ehawitchings; i.e., switching

the channel to the control channel and then returning to @neesdata channel.

C. Detailed Procedures

Fig. 4 depicts the overall procedure of RCMAC. Here, we divide procedure into three
phases and provide a detailed explanation of each phase.

1) Channel Selection Phase: For receiver-centric channel switching, each node needatteer
channel usage information about which channels its neigh¢pmodes are currently using, and
then identify the less congested channels that are avaitadih to itself and to its corresponding
receiver. Under RcMAC, each node maintains a local channéd ainsisting of channel usage
information that contains a set of node indices for each wblarand cooperatively exchanges
channel usage information with its neighboring nodes onctirgrol channel.

As briefly discussed in Section IV-A, an RTS/CTS/CFM handshaditeng the channel se-
lection phase is performed for channel negotiation, thinowdpich the data channel to which
a sender-receiver pair is going to switch to for data comgation is selected. When a node
broadcasts either an RTS or CTS packet on the control chatimeelecently updated channel
information in the channel table is included in the broatl&kS or CTS control packet. After
a data channel is selected, a CFM packet is broadcast thadexlthe selected data channel
index. If the sender transmits an RTS packet but receiveseply within a timeout interval, it
performs a retransmission of the RTS packet. During thisiobbselection phase, any nodes that
overhear the RTS, CTS, or CFM packets can update their chaailel with the latest channel

information. Finally, whenever a node returns to the cdnth@annel after it completes its data
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Fig. 4. Schematic of the procedure for RcMAC.

transmission, the channel information in its channel tableonsidered to be out-of-date and is
reset, except for the entry for the most recently used cHanne

During the selection of a data channel, a sender-receiviergii@mpts to identify a data
channel that is recognized as empty by both the nodes. Upmeivieg an RTS packet, the
receiver compares its channel table with the channel talsleded in the RTS, and selects from
the two channel tables a data channel that is recognizediag bepty. If no such channel
exists, the receiver selects one of the channels that igrilsid as empty in its channel table. In

a worst case scenario, in which all the channels are occugyieeighboring nodes, the receiver

October 25, 2012 DRAFT



13

may randomly select a data channel. Instead of this randaanneh selection, an advanced
scheme can also be applied that provides a workload withradfsiribution for all available
channels for efficient channel reuse. More details on cHaselection are discussed in Section
VI.

2) Data Transmission Phase: We allow a sender on a data channel to transmit multiple data
frames for bursty traffic in order to exploit the channel meiffeciently without requiring frequent
channel switching. Specifically, a sender looks for up feames that are destined for its intended
receiver in its outgoing queue, and transmits the packdikiureturns to the control channel. It
should be noted that whenever a DATA packet is ready for tnégson, carrier sense multiple
access with the BEB algorithm is performed in order to redune gossibility of collisions
among the nodes on the same channel. While transmitting dineef, the sender overhears the
DATA and ACK frames on the data channel in order to ascertanpitesence of other nodes.
After completing the transmissions to its current receiitahen designates dke next intended
receiver the next-hop node of the first frame at the head of the outggungue. If the next
receiver is known to be on the same data channel, it agairslapkall the frames destined for
the next receiver in its queue and then transmits them idstéammediately returning to the
control channel. It should be noted that nodes are not atlowetransmit more thai frames
during a data transmission phase.

3) Switching Back to the Control Channel: Under RcMAC, each node on a data channel
decides when to switch back to the control channel in an dspnous manner. If a node
returns to the control channel too early, it may lose an dppdy to find other receivers and
transmit more frames on the data channel, thereby causitogetentually switch to that data
channel again. However, if a node remains on a specific dedaneh for a very long time,
that channel may become congested, because nodes thatdaes fdestined for that node will
decide to join and switch to the same data channel. In this, ¢as potential of multiple channel
diversity cannot be fully exploited. To balance the oppuoitiufor exploiting a channel, RcMAC
allows a sender node to return when it has completed at mdsta transmissions.

RcMAC instructs sender nodes on a data channel to immediateitch back when their
intended receivers are not currently on the same channeth©aother hand, the receiver nodes
also switch back when they have not received any data framesgda time interval of7,,.

The timer forT,, does not pause even when it sensed that the channel is busysieeaf other
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Fig. 5. Timeline diagram for RcMAC operations. The superscript nuritbparentheses indicates the index of the corresponding

sender-receiver pair.

on-going transmissions on the data channel. It should bednthiat even when a receiver node

is not currently receiving any packets, it does not immediyateturn to the control channel and
remains on the data channel for at ledst, because some nodes on the same data channel may
have data frames that are destined for the node. Howeveisiféceiving data frames at a high
rate, such that its queue length grows rapidly to the poiat ithreaches the thresholg,,., then

the node should immediately return to the control channdbtward the data frames without
buffer overflow,— even before the timer set oy, expires.

It should be noted that the node that are going to switch badké control channel needs
to broadcast a CHSW control frame to notify the other nodeshensame data channel of
this switch. After the switch, this node needs to broadcaStHCB control frame to inform
its neighboring nodes that it has just switched back. At timse, the other nodes on the data

channel can update their channel tables, to maintain theistency of the channel information.

V. PROTOCOLANALYSIS

In this section, we derive the maximum achievable througipeuformance of RcMAC in a
single-hop network and then validate the obtained anallytiesults through ns-2 simulations.
The assumptions made for this protocol analysis are asasilo

« There are one control channel andlata channels.
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TABLE |

CONTROL PACKETS USED INRCMAC.

’ Name H Description MAC payload size (bits)
RTS Request for transmission with channel table 192
CTS Response to transmission with channel tahle 144
NCTS || Notification of the receiver's channel 24
CFM Notification of the selected data channel 24
CHSW || Notification of leaving a data channel 16
CHCB || Notification of returning to a control channel 16

. Total n sender-receiver pairs are located within each other'stngssion range.
« Each ofn pairs exploits a data channel exclusively (i:e.< ¢).

« All senders are fully backlogged, and the data payload sifexed.

Figure 5 depicts a timeline diagram for the first few rounds:gbairs. Each pair performa
back-to-back data packet transmissions on a data chanftel. that, the sender of each pair
returns to the control channel, whereas the receiver resmamna data channel during a time
interval T,;, according to the RCMAC operation. Because the sender comdstbabte data
channel withinT,,, it is seen that the receiver does not return to the contrahcél in Figure
5. Table 1 lists descriptions and the sizes of the controkeecused in RCMAC.

A. Overhead Analysis

We estimate the bandwidth overhead imposed by the contrcktepaexchanges. First, we
derive the average length of the RTS/CTS/CFM handshake tima &ender-receiver pair on
the control channel. Let,(j) andT.(j) be the transmission time for success and failure of the
RTS/CTS/CFM handshake in théh retransmission attempt caused by collision, respdgtias

follows:

Ts(]) = Tdifs + Tbo(j) + Trts + Tcts + chm +2- Tsifsa (1)

Tc(j) =2- sz‘fs + Tbo(j) + Trts; (2)

where T,;;s and T};¢, are the time intervals for the distributed and short intarxfe space,

respectively, andl;s, T, T are the lengths of the RTS, the CTS, and the CFM control
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packet transmissions, respectively. The average backo# tenoted by7,.(j), is the time
interval for thejth retransmission attempt, and is represented as

. min (27 - CWyin — 1, CWipax
Tbo(]) = ( 9 ) : Tslot) (3)

where CW,;, and CW,. are the minimum and maximum sizes of the contention window,
respectively, and,; is the basic slot time.
Using Egs. (1)-(3), we now obtain the average time requicedfsuccessful handshake when

there aren senders on the control channel, as follows [26]:

o0

EMMZ(P—RWVTK®+§:[ﬂ—f%M-G%M”{ﬂ@)+§:ﬂﬁm}},(@

j=1
where P, is the collision probability in a time slot amongsenders. In Bianchi’s model [27],
P.n) is given by

Pc(n) =1 (1 — T)n_l,

and
2(1 — 2Pc(n))

2(1 — QPc(n))<CWmin —+ 1) + Pc(n)CWmin(l — (2P6(n))j)7
wherer is the probability that a node will transmit in a randomlyesséd slot time on thgth

transmission attempt. BotK.,) and can be solved using numerical techniques, as was done
in [27].

Then, when a fully backlogged sender-receiver pair persotime channel negotiation and the
data transmission witlk frames, the ratio of the control-overhead-to-total-clestime (P) is

given by
k - Tdata

Tneg(n) + T1tx + Tchcb + 2Tsw ’
where T,,, is the length of the transmission time of one data fraffig,is the transmission

P=1-

time of £ data frames and the CHSW control packet, including the aeebagkoff time for the
packets, which is given by

CV\/min

: Tslot + Tdata) + Tchsw'

Here, T, is the channel switching delay, afig,., and7,,,, are the transmission times of the
CHCB and CHSW control packet transmissions, including thettemmd the average backoff

time, respectively. It should be noted that this overheadeidved under the presumption that

October 25, 2012 DRAFT



17

collisions occur during the RTS/CTS/CFM handshake on thercbchannel. For example, when
the number of sender-receiver pairg @nd data transmissiong)(are 4 and 10, respectively, it

was found that the control overhead occupies a small podidghe total channel time (11.5%).

B. Throughput Analysis

Depending on the time duration of the transmission on a daaarel, we consider the fol-
lowing two cases: i) If the time duration for data transnmossi on a data channel is considerably
long, the exchange of control packets occurs infrequemttythe control channel becomes non-
saturated. i) On the other hand, if the time duration of dedasmissions is short, in order that
one of the pairs returns while the control channel is beingdu®r channel negotiations, the
control channel is saturated. In Fig. 5, it can be seen thanwhe channel negotiations for all
the pairs have been completed, the control channel becaftesintil the first pair returns to
the control channel. Let?! denote the duration of the idle time on the control channetwh
the rth transmission round ends at th¢h data channel (e.gr, = 2 in Fig. 5). Then,T¢! is

calculated by

(

0, if Tiw + 275 < (0 — 1)(Toney + Theg(r));
Tio + 2T — 32021 Theg(s) it 307 Teg(i) < Tha + 20w

+(r = I{The + 2T5w — (n — 1)(Tenes + Theg(r)) }
(r — D{Tiw + 2T50 — (n — 1) (Teney + Treg()) }» otherwise.

ctl
,I;dle -

(5)

\

The first and the second conditions correspond to the case®\ilie control channel is saturated
and unsaturated, respectively. Under the third conditibe,control channel is saturated at the
first round, and becomes unsaturated at the following rauoels’; ;,; denote the time duration
until the last pair (i.e., theith pair) completes itsth data transmission. Using Egs. (4) and (5),
Tiotar 1S given as follows:

T;fotal = ZTneg(j) + T;fx + 2Tsw + (T - 1) ‘n- (Tchcb + Tneg(l)) + min<r - 17 1) : E(fitlle‘ (6)

j=1

Note that7 includes the total duration of the idle times on the contiohrmnel duringr
rounds.

Next, we compute the length of the data transmissions ondfi@ianels during the time interval

of Ti.:e. It should be noted that while theth pair performs exactly: data transmissions, the
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other pairs perform more than data transmissions fdf;,.,;, as shown in Fig. 5. Each data

ata z

transmission of thast, - - -, (n — 1)th pairs must be carefully computed. LEf, " denote the
time period during which theth data channel is idle ifl},,; whenr > 1. Then, T2 js

expressed as

data(i) Z?:n—i—i—l Theg(j) + Tsw + EZZ:M( K + (r = 1)(Tena + Theg(r) + 2Tw), if jﬁlle > 0;
e >t Teg(i) + Tow + T2 4 (nr — 20 + ) (Topes + Thegny) + (1 — )Ty, Otherwise.
(7)
where 77" and T;“/") are the idle time period after theth data transmissions on thith

data channel in an unsaturated and a saturated case, resgeand are given by

Tchcb + Tneg( 1) + 2Tsw7 if (Zn ; Tneg ) — Tchcb - Tsw) > 07

Tunsat(i) _
last n—i
Z 1 Tocg() + Tsw, otherwise.
and
Tsat(i) o (TCth + Tneg(l)) ﬂm if (Zn ! T, neg(j) (Tchcb + Tneg(l)) + ELE + Tsw) > 0;
las -
! Z” : Theg() + Tsw: otherwise.

By subtracting the channel usage time from the total time is. Eg) and (7), the time for the

data transmission after theh data transmission on théh data channel is obtained as follows:

(@)

residue ~

= maX(ﬂoml - (7” T'tx + T(fi%a(l))a O) (8)

Finally, we compute the aggregate throughput over all thta daannels. The number of data

packets sent over all the data channels durimgunds is given by

n—1 T(@) y
Ktotal =rkn+ Zl \‘ T;gx/k? J (9)
The achievable throughpui(r) during ther rounds is computed by
S(r) = Ko BLP] (10)
T;fotal

where E[P] is the packet payload size in bits. Under the assumptionfhgt~ T, for

j=1,---,n, the long-term average throughptitis computed by
S = lim S(r) = { Treottene’ f [ Toeat Tones ﬂ = (11)
00 kn . otherwise.

k( mm .slot+Tdata)+Tc}st+2T5w+Tneg+Tchcb
In Eq. (11), the condition that determines the saturatiothefcontrol channel comes from Eq.

(5). It is seen that the second and the third condition forfitls¢ round in Eq. (11) do not make
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Fig. 6. Analysis and simulation results of the RcMAC operation in a singletbpplogy ¢ = 100).
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Fig. 7. Simulation results in a wireless network with a small number of datanets

difference inS, becauseés is the long-term average throughput obtained by taking co. Note
that the residual time of the channel usage at therdasund in Eq. (8) is also negligible &t.
Remark 1. The control channel is saturated with channel negotiaticen [% + 1}

n. Once the control channel is saturated, the throughpubpedance of multiple channel net-

works levels off due to the bottleneck on the control channel

Remark 2: For k = V"lxﬂmfmflb)énw «hsw | the control channel begins to become
2 tslot data

saturated. Ift is set to a larger value, the control channel is unsatur&@éuerwise, the control

channel is congested, and the throughput performance diegtzecausé;,., becomes larger.

C. Throughput Validation

In this section, we numerically obtain the throughput of RdMA Eq. (11) and compare it

with that obtained by the ns-2 simulations. The simulatianameters are configured to be the
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same as those in IEEE 802.11a, and the data packet size isby6£0

Figure 6 shows the throughput performance for IEEE 802.1C& @nd RcMAC when the
number of data channels is the same as the number of sem@@rerepairs. In Figure 6(a), the
throughput achieved by IEEE 802.11a DCF is almost constaggrdless of the number of the
pairs, because it uses only a single channel. For the nhdtitel network under RcMAC, as
the number of pairs increases, the throughput performamaeases and eventually levels off.
The value for which the throughput begins to be saturateccimeat well with the value of
obtained by Remark 1. It means that it is possible to decidepgnogriate value of: by using
Remark 1 when the number of pairs is estimated in a multi-oblametwork. Figure 6(b) shows
the throughput performance with respect to the number otipheildata transmissionst). In
both cases, it is seen that the analytical results match wigehl the simulation results for a
variety ofn andk.

We next consider the throughput performance in a realigtoork with a smaller number of
channels. Note that the number of channels is typically lemidan the number of sender-receiver
pairs. Figure 7(a) shows the throughput performance whemtimber of sender-receiver pairs
increases. The highest throughput performance is achiebeth each pair exclusively exploits
a data channel (i.eg = n). When the number of channels is smaller thanthe aggregate
throughput performance becomes saturated at a smallez @élinroughput. More precisely, in
Figure 7(a), it is seen that the throughput linearly incesam accordance with the exclusive
channel use case whenis small, and levels off when > c. Figure 7(b) shows the throughput
performance on a network with six sender-receiver pairge dérived analysis results serve as
the maximum bound of the throughput performance. As the murobavailable data channels
is smaller, the aggregate throughput performance is woesause the channel contention on
data channels becomes severer. These simulation resoits tbht it is possible to decide an
appropriate value ok andn for a given configuration of multi-channel networks by usthg
result for exclusive channel use case derived in this secAnm adaptive mechanism fdr and

an admission control for would be considered as future work for extending this work.

October 25, 2012 DRAFT



21

VI. DISCUSSION
A. Multi-channel Hidden Terminal and Missing Receiver Problems

In a multi-channel environment, the exploitation of multiannel diversity is impeded by two
problems: the multi-channel hidden terminal problem [14l &ne missing receiver problem [8].
The multi-channel hidden terminal problem occurs when aerattempts to use a data channel
that is currently occupied by other nodes, due to incompdét@nnel usage information. To
solve this problem, RcMAC allows a node to gather channelrmédion from other nodes by
overhearing control packets that are exchanged on theatattannel when it switches back to
the control channel. RCMAC also supports multiple data emgka on a single data channel.
When collisions happen due to channel information incolmxgethe carrier sense multiple access
with the BEB algorithm is performed, as is done in IEEE 802.1QFD

The missing receiver problem occurs when a sender fails entify the channel on which
its intended receiver currently resides, which results muenber of unsuccessful transmission
attempts. In RcMAC, when a sender does not know the channes$ oédeiver, its neighboring
nodes cooperatively send an NCTS control frame to let theesekitbw the current channel of
its intended receiver. In addition, when a node leaves adwanel, CHSW and CHCB control
frames are sent to prevent this problem by maintaining ugete channel information. In the
case that any neighboring nodes do not have the channeiriafmmn for the intended receiver,
the sender cannot skip the channel selection phase anduse@do retransmit RTS in order to

find the intended receiver.

B. Channel Sdection Scheme

When all the data channels are already occupied by one or readesreceiver pairs, a new
sender-receiver pair on the control channel has to selgcbae data channel even when there
are other concurrent transmissions. As discussed in ®ebid\, RcMAC simply lets such a
node randomly select a data channel during the channeltisglggzhase. In this case, it would
be better for the node to select the data channel that hasrtakest number of sender-receiver
pairs. This approach can help to achieve fair channel atibn among the data channels and

eventually improve the aggregate throughput performance.
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C. Inconsistent Channel Information

Because a pair of nodes performs channel switching indepdgdéased on the channel
information in its local channel tables, inconsistent ect&nnformation may cause the nodes to
select an improper channel to switch to. For example, a sendg switch to the data channel on
which its intended receiver does not reside, and then faillsdeive an ACK packet in response to
its data transmission. Such channel switching based omsmstent channel information wastes
network resources. To mitigate this undesirable effed,dhannel information at each node is
reset if it is not updated fof;, + 27%,,. In addition, the sender returns immediately to the control

channel if it fails to receive an ACK packet in its first attengpt the data channel.

VIlI. SIMULATION

To evaluate the performance of RCMAC and compare it with tfatE&EE 802.11 DCF,
MMAC, AMCP, and AMCR,, we conducted a series of simulations in multi-channel amgles-
interface environments. In this simulation study, AMCP wassfigured to transmit one data frame
for each switching to a data channel (i/e=1), as was originally explored in [8], whereas AMCP
is a modified version of AMCP, in order to provide a fair compan with RcMAC, which allows
a node to consecutively transniitdata frames (i.ek>1). It should be noted that IEEE 802.11
DCF uses only a single channel, whereas the other protocelsnalti-channel protocols. We
implemented the protocols ims-2 (version 2.33), and for more accurate simulation, we finextli
ns-2 such that: 1) the interference perceived at the recesvifrel collective aggregate interference
from all the concurrent transmissions on its channel, andaZh node uses a physical carrier
sense to determine if the medium is free on each channel.

The default parameters used in the2 simulations are presented in Table Il. Here, the
number of channels is set at 5, and it should be noted thatadexeperiments using Atheros-
based 802.11a cards indicate that the number of orthogbaahels is 5 or 6 [28]. One specific
channel is assumed to be a designated control channel—excte case of MMAC, which
uses one channel for data exchange as well as channel riggotia addition, we used static
routing [29] to avoid the effects of routing. In IEEE 802.1XCB, the RTS/CTS mechanism
is enabled; any unspecified factors used in MMAC, AMCP, and AM&How the guidelines
and procedures specified in their original papers. Eachceonode generates CBR traffic. The

simulation time was 50 s, and each data point was obtaineddnaging the values of five runs.
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TABLE I

DEFAULT PARAMETERS USED IN NS2 SIMULATIONS.

Propagation Two-ray || Antenna height| 1.5 m Tx power 24.49 dBm
Channel switching timg 2 ms SNR thresh 10 dB Queue size 50

Slot time 9 us RX thresh -64.37 dBm || Number of channelg 5

SIFS 16 us CS thresh -76.76 dBm|| k 3

Basic rate 6 Mbps Packet size 1,000 bytes || g:nr 10

Data rate 12 Mbps || Traffic CBR Routing Static

A. Network Topologies

In our simulations, we considered several network tope@®sgwhere the transmission range
was 250 m, and the carrier sense range was 510 m. The distatween adjacent nodes was
set at 200 m. It should be noted that each node could gathemehaformation only from
its direct neighboring nodes within its transmission range simulated MAC protocols under
various network topologies as follows:

« Chain topology: Seven nodes are placed in a row; the first amdiait node on the chain

are the source node and the destination node, respectively.

« Cross topology: Two six-hop chain topologies intersect ghtriangles. Every packet is
required to pass the intersection node to reach its destmat the end of each chain
topology.

« Grid topology: 100 nodes are placed in a 10 x 10 grid topologyere 20 flows are
established from the left-most nodes to right-most noded,feom the upper nodes to the
bottom nodes.

« Single-bell topology: Packets generated from three sooockes are delivered to a destina-

tion node via relay by a intermediate node.

B. Throughput and Delay Performance

We measured the aggregate throughput and the average platkgtas a performance metric.
The aggregate throughput represents how many bits areedsdifrom source nodes to the
destination nodes during a unit of time. The average packktyds the average duration for

packets to be successfully delivered from the source to éséirchtion node.
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Fig. 8. Throughput and delay performance with respect to the dffla@d in a six-hop chain topology.

1) Chain Topology: Figure 8 shows the throughput and delay performance in dgx-
chain topology. In multi-hop topologies, data packets akvered to the destination node via
intermediate relay nodes along the path. Therefore, tlmughput performance greatly depends
on the degree to which the interference between adjacdsst ¢in the multi-hop path is mitigated
by multi-channel diversity. In these simulations, howetee throughputs of MMAC and AMCP
were slightly lower than that of IEEE 802.11 DCF, even thougdytwere able to exploit multiple
channels for data transmission. One reason for these Idwenghputs is that because MMAC
is a synchronous protocol and uses a fixed value for the chaegservation time, channel
utilization is highly affected by the traffic load of each modvhich gradually decreases along
the path towards the destination. This uneven traffic loathenpath causes MMAC to operate
inefficiently on multi-hop networks.

In AMCP, each node defers its channel negotiation for a gentaerval in order to prevent the
multi-channel hidden terminal problem after it has switth@the control channel. Unfortunately,
the interval is extremely short to fully prevent this prablén multi-hop networks, where the
intra-flow interference is intense. As a result, RCMAC acegethe highest throughput and the
shortest delay in all ranges of the loads offered.

2) Cross and Grid Topologies: Figure 9 shows the throughput and delay performance in a
cross topology. The figure shows that the throughput of MMAQCquite low in comparison
with the other schemes, mainly due to inefficient channetcwig at the intersection node of
the cross topology. It should be noted that a node under MMAEds to remain on the data

channel during the data exchange phase even when it doesavetaimy packets destined for
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Fig. 9. Throughput and delay performance with respect to the loadeaffin a cross topology.

the current next-hop node. This inefficiency then becomgsifstantly more severe when data
packets belonging to different traffic flows interleave theege of nodes.

Conversely, RcMAC allows the intersection node to look forapvtdata frames belonging to
the traffic flow in its outgoing queue, and to then sequentiminsmit these data packets. After
completing these transmissions, it immediately searcbesuiother set of frames in its queue
in order to initiate the next transmission. Thus, the irgeti®n node can relay the interleaved
frames that are destined for different next-hop nodes withhanecessary channel switchings and
negotiations. Using this operation, RCMAC achieves the thesughput and delay performance
among the schemes being compared.

Figure 10 shows the throughput and delay performance foro2&fin a 10 x 10 grid topology.
The figure shows that MMAC, due to its inefficient operationhadifferent traffic flows, as in the
cross topology, has the lowest throughput and the longday geerformance. AMCP achieves
almost the same throughput performance as IEEE 802.11 DGkevao, it has a longer delay
due to the delays incurred after switching back to the cbwetiannel. Again, it can be seen that
RcMAC significantly outperforms the other schemes in all engf the offered loads.

3) Sngle-bell Topology: To further investigate the issues of starvation and fasr@song
competing nodes, we considered a single-bell topology irchvia relay node is a bottleneck
node, as shown in Fig. 11(a). In this topology, each of theécsnodes:, n,, andns transmits
data packets towards nodg via the relay node:,. Because the relay node, forwards data
packets from the three flows at the same time, it may frequestitch channels. If the relay

noden, performs its channel switching, the nodes n,, andn; must also change to a new
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Fig. 11. Sending rate of sources, n2, andns, in a single-bell topology where a relay node forwards data packets from
sources to a destination.

channel of node,.

Figure 11(b) shows the sending rates that were achievedbr ource node. For IEEE 802.11
DCF and AMCR, one of the source nodes used the wireless channel exdgsaive thus, their
fairness performance among source nodes was worse, evaghtkiweir throughput performance
was relatively better than that of the others. While both MMa&@ RcMAC achieved a higher
level of fairness performance, RCMAC achieved the highestuidgghput performance among
the multi-channel protocols. In MMAC, the relay nodg can synchronously negotiate with the
source nodes during the channel negotiation phase withoansistency of channels. In RCMAC,
even though the relay nodg is a bottleneck node, all the source nodes can properly lswatc
the channel that the relay nodg has switched to. Whenever the channel currently used by the

relay node is changed, all the other nodes are immediatdlfietbby the CHSW and CHCB
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control packets under the receiver-centric channel switgcHBecause the maximum number of
transmissions on a data channel is limited, each node hatumrto the control channel, and a
new negotiation among competing nodes on the control chdmmgins. Therefore, RCMAC can

achieve long-term fairness even when a relay is a bottlenede in a single-bell topology.

C. Impact of the Smulation Parameters

1) Effect of Multiple Data Transmissions and Handshakes: We next consider an interesting
six-hop bi-directional chain topology, as shown in Fig.d)2(n this bi-directional chain topology,
data packets are generated by nodes A and G, and the pacdketsli@ered to nodes G and A,
respectively, via the relay nodes B, C, D, and E. To relay tha gatkets back and forth, each
relay node must decide the channel to switch to, dependinip@mlestination and the channel
status.

Figure 12(b) shows the throughput performance with resfette number of multiple data
transmissions. Because the multiple data transmissionsedtie number of channel switchings
and allow the nodes to transmit more packets without chawiéthings, the network throughput
increases with respect toin this bi-directional chain topology. We also measured rihenber
of negotiation handshakes performed on the control chamkelshown in Fig. 12(c), the
handshake of RTS/CTS/CFM corresponds to the cases when notiee afenders and none
of their neighboring nodes have the channel informationtiierintended receiver. On the other
hand, the handshake of CFM corresponds to the cases when er $emavs the current data
channel of its intended receiver. The sender broadcasts a [@€elket and switches to the data
channel. As shown in Fig. 12(b), the number of CFM cases istao&o of the RTS/CTS/CFM
cases. The number of RTS/NCTS/CFM cases supported by neiggbwdes is about 15 % of
the RTS/CTS/CFM cases. These results show that RCMAC can reghaecenel negotiations to
a large degree with the use of these CFM and RTS/NCTS/CFM hakelsha

2) Effect of T, and ¢, Both T,, and ¢, parameters are used for the receivers on a data
channel in order to decide when to return to the control ceamreceiver is allowed to remain
on a data channel without sending or transmittingfgy, at the longest, and after that it must
switch back to the control channel. In other words, 19y, it waits to receive data packets,
instead of channel switching to extend the time-period incht can communicate on the

current data channel. Figure 13(a) and (b) show the thrautghpd delay performance as we
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varied T;;, in a six-hop chain topology. We s@t;, = j - (Theg(1) + Tsw + Tuata) @nd vary the
parameter; from 1 to 4 in this simulation. In Fig. 13(a) and (b), we can afbe that the
throughput performance increases’as becomes large, and the average packet delay is almost
constant regardless @f,. However, ifT,, is set to an extremely large value, both the throughput
and delay performance may become worse, because the recaivet receive any data packets
while waiting on the current data channel. In our simulatitire value ofj was set at 2 as a
default parameter.

Next, we consider the effect af;,, on the throughput and delay performance. Whenever
a relay node has more thag,. packets pending in its outgoing queue, it must return to the
control channel in order to relay the packets to the next nbigire 13(c) shows the throughput
performance with respect t@,,. in a six-hop chain topology. In the figure, we see that the
throughput performance increases linearlyyas becomes large. The reason for this is that the
relay node can receive packets upgtp. on the current data channel without channel switching.
However, if ¢, is set to an extremely large value, the relay node would noalide to relay
packets destined for the next-hop while continuing to rexelata packets. The accumulated
packets in its outgoing queue may then cause a large paclest ds shown in Fig. 13(d).

3) Effect of Channels: We then investigated how the number of channels affectshtioeighput
performance in a single-hop network with five sender-remepairs. Figure 14(a) shows the
aggregate throughput performance with respect to the nuwfbehannels. It can be seen that
IEEE 802.11 DCF achieves a constant and low throughput resgardf the number of channels,
because it uses only a single channel. On the contrary, teeghputs for the other schemes
become saturated when the number of channels is six, beeagkeof the five pairs takes one
data channel, and they share one control channel. It sheuldted that the saturated throughput
of RcMAC is higher than that of the other schemes.

Figure 14(b) shows the throughput performance with resfethe channel switching delay
in a six-hop chain topology. As the channel switching deftayréases, the throughput decreases,
because the delay reduces channel utilization. It shoultbbed that there is a pause in the frame
exchanges during a channel switching period. In MMAC, beedbe nodes perform a small
number of channel switchings, the throughput is not greatfigcted by the channel switching
time. It can be seen that the throughput of AMCP rapidly desgeavith respect to the channel

switching delay. This decrease is mainly due to the delayhmad caused by the two channel
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switchings for each data transmission.

VIIl. CONCLUSION

In this paper, we have considered the issues of mitigatingrference and improving a
network’s performance by dynamically exploiting its midhiannel diversity. We proposed a
receiver-centric multi-channel MAC protocol (RcMAC) thatoads nodes to efficiently utilize
multiple channels without requiring unnecessary chanmgiching. Then, based on the coop-
erative sharing of channel usage information from neigimgonodes, receiver-centric channel
switching enables nodes to reduce both the wait time on theaahannel as well as the number
of channel switchings. The receiver-centric channel viniig operations were performed using
either an RTS/NCTS/CFM handshake or a CFM broadcast. To furdtkrce the overhead of
the channel switchings, RCMAC allows a node to transmit rpldtdata frames for bursty traffic
on the current data channel. Throug&2 simulations, we then showed that RCMAC'’s perfor-
mance in terms of both network throughput and end-to-endgiadelay offered a significant
improvement in comparison with other multi-channel MAC tols. As a future work, we
plan to implement RcMAC with a Linux MadWifi driver in order tanpirically evaluate its

performance in a multi-hop wireless testbed.
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