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Abstract

In multi-channel wireless networks, multi-channel divigrgan increase the number of concurrent
transmissions and thus improve the throughput performasaata transmission on a wireless channel
does not interfere with transmissions on the other nontapping channels. However, multi-channel
coordination may cause severe performance degradatiortadbélden terminals, missing receivers,
or broadcast deafness problems if the channel usage infiorm not properly shared among the
neighboring nodes. In this paper, we devise a semi-synclusmulti-channel coordination protocol
that enables wireless nodes to: i) efficiently exchange mblaand coordination information, and ii)
reduce the overhead of channel switchings. In the proposdqol, a rendezvous interval is set up in
a distributed manner depending on the traffic rate and pattéerd each node independently switches
its channel when it can complete its transmissions and teenns to the control channel within the
rendezvous interval. This approach makes all nodes retuthe control channel at almost the same
time without incurring a severe synchronization overhdddough subsequent analyses and simulation
studies, we show that the proposed protocol effectivelyuced the number of channel switchings,

thereby achieving higher throughput in various multi-amelmetworking environments.
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I. INTRODUCTION

In the early stages of wireless networking, multiple noestapping channels were utilized
with restricted functionalities. For example, in commymetworks, mobile clients are allowed
to use the best channel among several available channdlgrme a connection is established,
the client should stay on that channel as long as the curmemtection lasts. In these networks,
clients are not allowed (or able) to dynamically switch amels to obtain better conditions, such
as to achieve a higher signal-to-noise ratio (SNR). Moreawés limited operation is possible
only when there is a central coordinator that arbitratesctiennel usage.

Recently, wireless mesh networks have been drawing inedeattention due to their ease of
deployment and management, and so have been consideree@ffisiant solution for supporting
diverse types of network-wide connectivity. As a results thtate-of-the-art technology has led
to a rapid growth in device population. Unfortunately, timsreased number of wireless devices
in a limited area can potentially cause serious problemswise of the sharing-based nature
of wireless networks. Thus, the performance degradatioblem due to the sharing of limited
bandwidth resources has motivated a series of works th&diegpannel diversity in a distributed
networking environment. In this environment, transmission a channel do not interfere with
other transmissions on non-interfering channels, theestabling an increase in the number of
concurrent transmissions and improving network perforcean

However, one problem in exploiting multiple non-overlapgpchannels is that existing single-
channel protocols are found to be inappropriate, as thegatagffectively deal with a number
of potential difficulties while operating in multi-channeétworks. These difficulties specifically
emerge when nodes are distributed over multiple non-ietiexdy channels; for example, multi-
channel hidden terminals [1], missing receivers [2], andadcast deafness problems. Among
existing multi-channel solutions, synchronous protoclsh as [1], [3]-[10] show higher ef-
ficiency than asynchronous solutions [2], [11]-[16], eveithwmo additional transceiver. When
the network is synchronized, exchanging channel statuseg®iver information becomes much
easier, which then contributes to the efficient coordimatd multi-channel operation. Some
synchronous protocols focus on reducing the amount of cbmessage exchanging, resulting
in higher channel utilization; others attempt to achieghttisynchronization in spite of the

increase of complexity in both implementation and operatibhus, in order to enhance the
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performance of multi-channel protocols, balancing of ctedmtilization against synchronization
overhead is highly required.

In this paper, in order to efficiently coordinate multi-chahoperation and thereby enhance
channel utilization with minimal channel coordination dvead, we devise distributed and
semi-synchronous multi-channel coordinat{@iSC) protocol using a single transceiver. Though
synchronization has advantages in terms of the ability twrdioate multi-channel operations,
it may also increase complexity in both implementation apdration. To balance the tradeoff
between these two factorsje reduce the level of synchronization while taking advagetaf
synchronous operationWith DiSC, wireless nodes can rendezvous on a channelmbst
the same time, but require no additional synchronizatiocgss. This rendezvous not only
effectively handles multi-channel problems, but also @ases channel utilization. In addition,
DiSC reduces the channel switching overhead by performinljimle packet transmissions per
channel switching. To the best of our knowledge, DiSC is th& 8emi-synchronous wireless
multi-channel protocol, which is the main contribution bfst paper.

The remainder of this paper is organized as follows. We pie@wa background for multiple
channel coordination in Section Il, and an overview of edlatvork in Section Ill. In Section
IV, we illustrate the design principles and aspects of thEMprotocol in further detail, and
then perform analytic and simulation studies in Section @ &ection VI, respectively. Finally,

we conclude this paper in Section VII by discussing futurections of this work.

[I. BACKGROUND

In this section, we briefly introduce the background of maltannel coordination and summa-

rize key issues that should be paid careful attention to wiesigning a multi-channel protocol.

A. Multi-channel Coordination

Multi-channel coordination for exploiting multiple chagindiversity has received significant
attention because it can increase the network throughpaictst by enabling multiple concurrent
transmissions without interfering with each other. In orte exploit this potential of multi-
channel diversity, competing nodes should use non-ovangp(so calledorthogona) channels
to guarantee that communication on one channel does ndiergavith any of the other channels.

The number of non-overlapping and orthogonal channels i®d312 in IEEE 802.11b and IEEE

April 20, 2012 DRAFT



802.11a [17], respectively. However, since the number nflsereceiver pairs is typically larger
than the number of the orthogonal channels, a dedicatechehaannot be statically allocated to
each pair. Therefore, it is important to coordinate the dsaudtiple channels among contending
nodes in designing a multi-channel protocol.

B. Difficulties in Multi-channel Coordination

Unfortunately, without a central coordinator it is quitdfidult to make a decision on how to
allocate channels among contending nodes. Misguided chalinel allocation may lead to the
following three problems: hidden terminals, missing reeeiand broadcast deafness.

1) Multi-channel hidden terminalWhen sender-receiver pairs are exchanging control mes-
sages about their channel usage, some of neighboring nadestcoverhear the control
messages if they are on a different channel. Because of tteenplete channel usage
information, a sender-receiver pair may attempt to use a daannel that is currently
occupied by other nodes, thereby experiencing collisioitls ather nodes.

2) Missing receiver:When a sender fails to identify the channel where its intdn@eeiver
currently resides, the missing receiver problem occursyltieg in a number of unsuc-
cessful transmission attempts.

3) Broadcast deafnes®When a node broadcasts a message, not all neighboring naithes w
its transmission range reply to the broadcast message $®esame of them are on different

channels, which can disturb routing or network managemetntites.

In a nutshell, most multi-channel coordination problenduding above three problems arise
because it is quite difficult that wireless nodes have fubbwledge on channel usage of other
nodes on multi-channel networks. It is mainly due to the t@aton that wireless nodes are
equipped with a half-duplex transceiver, and are resttitbelisten or transmit only on a single

channel at a time.

I1l. RELATED WORK

In this section, we will summarize previous research eff@atcording to whether they rely
on the synchronization among nodes for multichannel coatéhn or not. If the network is

synchronized, exchanging channel status and receivemiafiion becomes much easier, which
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then contributes to the efficient coordination of multi-ehal operation. However, the syn-
chronization among nodes may incur the increase of contgléxiboth implementation and
operation, resulting in the degradation of channel utilma Therefore, it is important how
to balance channel utilization against synchronizatioarlbgad in multi-channel coordination

protocols. In this section, we review synchronous and dsymous multi-channel protocols.

A. Synchronous Protocols

So et al. proposed the multi-channel MAC (MMAC) [1] protocol, whicld@pts the IEEE
802.11 power saving mechanism (PSM) to synchronize cloeksvden neighboring nodes.
MMAC separates time into two fixed sessions; one for negotiaand the other for data
transmission. During the negotiation session, nodes exgeha&ontrol packets so that sender-
receiver pairs can switch to a data channel in the followiegsn. Previously, Cheet al. [4]
devised MAP, which allows the data transmission phase te havariable length depending on
the previous negotiation; in addition, MAP removes conterd during the data transmission
phase using a scheduling algorithm. One advantage of theseitotocols is that they only
use one interface, so there is no additional hardware ingistion cost compared to the
commodity in 802.11 wireless devices. However, it shoulchbied that the negotiation phase of
both protocols should be long enough to accommodate allesgguwhich limits the maximum
achievable throughput performance.

Tzamaloukaset al. devised the channel hopping multiple access (CHMA) prdt¢@] in
which nodes continuously switch channels according to tncon hopping sequence. In
CHMA, if a sender succeeds in exchanging control messagtsitsi intended receiver, both
nodes stop hopping and start data transmission. When thegapletes its transmission, both
nodes re-synchronize and follow the previous hopping secpieThen, they further improved
their work by guaranteeing collision-free transmissiohsnallticast and broadcast packets [9].
The main advantage of both protocols is that they requirtheeian additional interface nor a
dedicated control channel. However, frequent channel ingpand the need of tight synchro-
nization incur overhead in both implementation and operati

In contrast to the above protocols, MCMAC [8] is quite di#fat in that it can make parallel
rendezvous on a different channel. In MCcMAC, a node perfopesodic channel switching

according to its pseudo-random hopping sequence. If ther@ending messages in the queue,
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a sender temporary deviates from its default sequence andntits to a receiver on another
channel. In SSCH [3], nodes periodically tune to anothennkhaccording to their randomized
hopping sequence. If a sender wants to transmit a packetdoedver, it first tries to rendezvous
with its corresponding recipient; the sender then chantgesadpping schedule so that it can
overlap with the receiver. Patet al. [7] divided the network into several subnetworks, and then
allocated different channel hopping sequences for eachonlet The transmission sequence is
such that each subnetwork can rendezvous with other subrietwuring every channel hopping
schedule.

Li et al.[5] proposed an on-demand multi-channel protocol on a etestnetwork. A different
type of node, called aggregator, schedules the medium gctesreby making each sensor
node operate in a contention-free manner. The schedulinchamésm is traffic adaptive and
QoS-aware. Moreover, Automatic Repeat reQuest (ARQ), lwigan error-control method for
reliable data transmission that retransmits the lost datads detected by acknowledgements
and timeouts, is performed by making use of the unused spedt further improve throughput
performance. Zhowt al. proposed MMSN [6], which assigns frequencies such that tues
within 2-hop range use different channels. In addition tee#fitient broadcasting support, they
also introduced an optimal non-uniform backoff algorithifCP is a tree-based approach
introduced by Wuet al. in [10]. They first performed an empirical study on the numbér
available orthogonal channels under the consideratiohefffects of interferences from IEEE
802.11 based networks. TMCP constructs disjoint trees arijr@s different channels to each

tree so as to exploit parallel transmissions among multiges.

B. Asynchronous Protocols

Shi et al. [2] proposed AMCP as a way of alleviating the starvation peoh which is the
phenomenon that a few dominating flows take most of bandititreby the rest of flows
get little or none. Each sender-receiver pair decides onta daannel according to its own
internal channel table. When an agreement is reached, lmatésnswitch to the data channel
and transfer one DATA/ACK; after that, they return to the ttohchannel. Luoet al. devised
CAM-MAC [13] which co-operatively exchanges channel and@anformation. In CAM-MAC,
the basic operation is similar to AMCP, but when the requksteannel or receiver is temporarily

unavailable the neighbor nodes can notify the sender of dhmvailability. Note that both

April 20, 2012 DRAFT



protocols use only one transceiver. Conversely, DCA [14] @RC [11] use two transceivers; one
is fixed to the control channel, and the other dynamicallyetuim to a data channel to exchange
DATA/ACK. Both DCA and DPC follow the same basic operatiorsssingle-transceiver multi-
channel protocols.

Nguyenet al. [16] extended the basic IEEE 802.11 RTS/CTS mechanism ierdal avoid
collisions in asynchronous ad hoc networks. After exchag@TS/CTS, both sender and receiver
update their channel usage information by sending an ATSi¢ance To Send) packet. Once
the sender and receiver return to the common channel, tHgyobserve the common channel
to avoid collision.

The major drawback of these asynchronous approaches iddhechannel utilization. Nodes
transfer only one data packet for two channel switchingsaddition, when the network is
congested, the control channel may become bottleneckethidncase, packet collisions can
further reduce the number of successful negotiations, @by degrade the overall throughput.

DB-MCMAC [15] is somewhat different from other asynchrosgorotocols because it uses
the same number of transceivers and channels. Therefal@estnot require a dedicated channel
for exchanging control messages since every channel canobéared. A node maintains per-
neighbor queues, and any idle transceiver can dynamiceligcth a packet from its queue and
transmit it. The advantage of this protocol is that the béstnoel for a receiver is used for
transmission, with a high probability, because it tracks state of each channel. However, the
primary drawback of DB-MCMAC is the hardware constraint ihigh each transceiver has to
simultaneously transmit and receive signals on the asgighannel.

Tanigaweet al.[12] introduced an additional transceiver to effectivelijize the multi-channel
resources. While one transceiver is fixed to the control sekthe other is dynamically switched
among data channels. A sender performs multiple packesrtression and dynamic receiver

selection with a new buffer structure.

V. PROPOSEDMULTI-CHANNEL COORDINATION PROTOCOL

We propose alistributed semi-synchronous multi-channel coordinat{BiSC) protocol that
efficiently exchanges channel information among competioges and thereby reduces the

channel switching overhead.
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The key feature of the DISC protocol is isemi-synchronizatigrwith which it achieves a
certain level of synchronization without strict clock syingnization processes; thus, significantly
reducing the degree of multi-channel coordination complein the DiSC protocol, there is a
dynamically established interval within which all sendeceiver pairs can independently perform
negotiation and data transmission on the control and datangis, respectively, but must return
to the control channel no later than the end of the interedérred to as theendezvous interval
Because all nodes are stationed on the control channel a&nithef each rendezvous interval,
the DISC protocol achieves both efficient multi-channebriniation exchanges and fail-safe
coordination of channel usage in a distributed and syncdusmanner.

The DiSC protocol is designed under the following assunmgti@) there arel/ non-overlapping
channels, (ii) one of the channels is the control channeighvis known to all the nodes, and (jii)
all other channels except the control channel are data efatmat are to be used for payload

delivery.

A. Semi-Synchronous Coordination

The DiSC protocol allows each node to independently perfoegotiation, followed by
data transmission; both constitute a transmission seskiowever, the sessions established by
different nodes (on different channels) are roughly syoctzed within a rendezvous interval.
Here, the length of the rendezvous interval is determinedhieyfirst node that establishes a
session among the contending nodes.

The DISC protocol consists of two stagemgotiationand data transmissionand its overall
procedure is as follows.

(p1) During the negotiation stage, a sender checks whetheotothere exists an ongoing

rendezvous interval.

(p2) If a session is not found, it sends a multichannel-reggteesend (MRTS) control packet
to its intended receiver. Otherwise, it first makes a denisio whether or not it can
complete data transmissions within the current rendezuaesval, and if possible, it
transmits an mRTS.

(p3) If the receiver is available to receive as many packsttha sender notified, it sends

a multichannel-clear-to-send (mCTS) control packet.
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r: mRTS s : mCTS c¢:CFM d: DATA a: ACK

Fig. 1. Timing diagram of the DiSC protocol for three sendegeiver pairs. The bold lines indicate the channel switghi

(p4) On receiving the mCTS packet, the sender broadcastsfaroation (CFM) control
packet, which includes the channel and duration infornmatio

(p5) Both the sender and receiver switch their channel todtdta channel and start their
data transmissions.

(p6) After the data transmissions are completed, they metuithe control channel. All the
nodes will return almost at the same time even though thetestat different instances

within the rendezvous interval.

Fig. 1 presents the timing diagram of the negotiation andstrassion operations of DISC
for three sender-receiver pairs. First, the nodlestarts to negotiate with the nod# for data
transmission. While these two nodes are negotiating on ¢timera channel, the other nodes
overhear the intended channel and time duration for thestngsion session oft — B. After
A and B switch to a data channel, the nodésand D start their negotiation. They decide to
transfer only three packets so as to return to the contratreliabefore the rendezvous interval
ends. As illustrated in the figure, they immediately returitte control channel as soon as they
complete their transmissions on the data channel. In thig Wwas guaranteed that all three
sender-receiver pairs will return to the control channethm end of the rendezvous interval, in

preparation for the negotiation of the next transmississisa.
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B. Procedure of the DiSC Protocol

In this section, we discuss further details of each proaeduthe DISC protocol.

Stage 1: Negotiation

We define two types of transmission sessions. The first sessithe rendezvous interval is
called theprime sessiort,,; the sessions following,, in the same interval are then referred

to asinter-sessions;,,.

1) Determining the session type
The nodes should decide which type of session is to be estalli To determine the
session type, a sender node checks its channel tdblkere is no ongoing transmission
session, it initiates a new rendezvous interval, and tlaissimission session between the
sender and its receiver becom&s. If a prime transmission session already exists, the
node should establish;,,.

2) Contention on the control channel
The length ofS,,. should be large enough to support multiple data transnmssom the
data channel because it limits the maximum duratior5gf if the rendezvous interval
is too short, it incurs frequent channel switchings. Formepke, in Fig. 1, the number of
transmissions irb,, (i.e., the transmissions o4 — B) is 5, and those fos;,, are smaller.
Because a sender cannot change its receiver on the dataethtenprime session should
be established by a node that has a sufficient number of Eadestined to a specific
receiver. In order to give a higher priority to a node with agoqueue, we exploit the
contention mechanism in the IEEE 802.11 DCF, in which thetexation window (CW)
size of each node is inversely proportional to the numberagkpts destined to a specific
receiver in its queue. We elaborate on this issue in Secwenll.

3) Sending an mMRTS packet
Prime sessionThe length ofS,,. (7},) is the length of the rendezvous interval, which
includes the backoff delay and negotiation time on the @bnthannel, and the data
transmission and channel switching time on a data chanmlM,. denote the number

of transmissions that the sender performs during the datesmmission stage. Then, the

1Each node updates its channel table by eavesdropping orottikpackets on the control channel.
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length of the transmission stage/() is given by
1 = min (Np X Ty, Thnaz) (1)

whereT,,,, is the maximum bound fof,,, and7;, is the duration for completing one
transmission. Note thal,, = opara + os1rs + 0ack + 0s1rs, Whereog g is the SIFS

slot length, andrp 474 ando ok are the times required for transferring DATA and ACK
packets at a default transmission rate for each frame. Tthensender sends its intended
receiver an mRTS packet that includes the length of the mnéssson stage and a set of

channels that are currently available to the sender.

Inter-session: S;, is allowed only when the transmissions can be completedrédfe
rendezvous interval ends, so that all nodes can make a toh&mnel rendezvous at almost
the same time. Since the nodes learn the length of the readeznterval by overhearing
control messages on the control channel, they can calchtate many packets can be
transferred within the remaining duration. The number aflqeés that a sender can transfer

(V;,) is derived as follows:

Tr_tassed_Tneo_2'dch
Ny = | st T | 2)
tr

wheret,qsseq IS the time elapsed since the ongoifig starts,d,, is the channel switching
delay, andr,.,, is the required time for exchanging control messages wihiriended

receiver, and is given by

Tnego = OmRTS + 0s1Fs + Omors + 0s1rps + 0crm,

whereo,,rrs, omers, andocry are the mRTS, mCTS, and CFM slot length, respectively.
If N;, is non-zero, the sender sends an mRTS packet to its rec@iregrwise, the sender
stops its channel negotiation.

4) Sending an mCTS packet
When a receiver gets an mRTS packet, it first compares théveecavailable channel
list with its own channel table, and picks one of the chantieds is commonly available
to both the sender and the receiver in order to transmit tha. d@ecause the channel
information at both the sender and receiver may not be dem$jshe sender sends a list

of all available channels and the receiver selects one ehdandata transmission.
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The receiver also selects the highest transmission rate tfihe SNR of the mRTS packet
sent by the sender, and re-computes the duration of the datantission on the data
channel. Finally, the receiver packages the channel, idutadnd rate information in an

mCTS packet, transmits it to the sender, and then switchietdata channel immediately.
Send a CFM packet

Upon receiving an mCTS packet, the sender includes bothhethand duration information

in a CFM (confirmation) packet, broadcasts it, and then $w#do the data channel. The
purpose of sending a CFM packet is to notify the channel aodige duration information

to nodes in the vicinity of the sender.

Stage 2: Data Transmission

When the sender-receiver pair switches to a data chanmesethder performs carrier-sensing

on the channel to check whether or not ongoing transmis&riss. Note that even though each

node overhears the control packets on the control chameegjgthered channel usage information

may be incomplete due to packet collisions and losses. Meptgotential collisions on the data

channel from happening, the sender should sense the chérthelte is no ongoing transmission

on the channel for DIFS slot time, it may then start to trangiata.

1)

2)

Data transmission

When the sender sends the first data packet on the data chamsels the rate instructed
by the receiver during the negotiation stage. After that,sander may adjust the transmit
rate according to the SNR information from the receiver.sTisi because the channel
status of the data channel may be different from that of th@robchannel. However, if
the transmit rate is lower than that selected during the tieiimn stage on the control
channel due to lower SNR on the data channel, the sender @tilbe able to meet the
rendezvous interval. In this case, it may give up some of thended transmissions in
order to return to the control channel in time.

Returning to control channel

After completing the data transmissions, which are schetiduring the negotiation ses-
sion, all the nodes return to the control channel. Since sacker-receiver pair performs

maximum number of transmissions before the curfgnends, neighboring nodes can meet
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G — requested duration —
channel suggestion : {1,2,3}

~— granted duration I
granted channel : {2}

requested duration _—
channel suggestion : {1,2,3}

granted duration -_—
granted channel : {1}

Fig. 2.  An example of the semi-synchronous operation of DiBiCeach row of a node, a dotted or straight part stands for

the presence on a control or a data channel, respectively.

each other on the control channel almost at the same timenWigecurrent rendezvous
interval ends, the nodes may initiate another rendezvaesvel by repeating these steps

again.

C. Example of the Semi-Synchronous Operation

To illustrate the overall procedure of DiSC, we provide amaraple with a simple topology
consisting of four nodes as shown in Fig. 2. Here, it is assuthat the sender nodésandD
are backlogged, and the number of available data channdises.

At the beginning, all nodes are on the control channel, aedetlis no ongoing negotiation
on the control channel and no data transmission on the datanels. First, the nodB triggers
its negotiation stage by sending an mRTS packet to the nbdehe mRTS packet contains the
channel list. Since there is no ongoing session, the MHdequests the maximum duration for
data transmission with a set of available channels, €1g.2, 3}, where each number indicates
a channel index. Acquainted with the absence of a primaesesthe nodeA agrees to the
duration by replying with an mCTS, including a randomly s&el channel, e.g{1}, from
the received channel list, since all channels in the listaneently available. Upon receiving
the mCTS, the nod#8 broadcasts the agreements, i.e., which channel will be asddhow
long it will be, by transmitting a CFM, and then switches t@ tthannell. The nodeA also

switches to the channal right after receiving the CFM. Then the noddsand 5 perform the
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data transmissions on the data channel during the agreadiatur

The nodeD now performs the channel negotiation with the néd&Vhile the node learns the
channel usage information by overhearing the CFM on therabaohannel, the nod® cannot.
Because of the lack of channel information, the ndddries to trigger a prime-session and
regards the channélas an available candidate channel. However, the godas the knowledge
of the ongoing prime-session, so it reduces the transnmistioation so that both nodésand
D can return to the control channel before the ndesturns. In addition, the node excludes
the channell being used by the node4 and B, and it selects another available channel. After
the data transmissions, each sender-receiver pair on exediff channel returns to the control
channel at the end of its reserved duration. Here, the maa@n¢ach pair’s return are close

enough not to cause any multi-channel problems.

D. DiSC Features

DiSC has several distinguishing features for enhancinghblautilization as well as for
preventing multi-channel problems, discussed in Sectids |

1) Concurrent transmission sessiondnder the proposed protocol, once a prime transmission
session is established, a number of concurrent interstressgon sessions can be independently
initiated on interference-free data channels. Note thahé length of the prime session is
sufficiently long, the number of concurrent transmissiossgens will be large, resulting in
an increase of the aggregate throughput performance in thig-channel network.

To increase the number of concurrent transmissions, a nadidithe largest number of
backlogged packets destined to an intended receiver shogéger a prime session. The DiSC
protocol gives a higher priority to such a node, allowing at det the channel faster than
neighboring nodes by adjusting the contention window (C#jfadlows:

CWinin * Gmaz . CWinin * Gma
Np ~ 4/ Nneighbor ’
where N, is the number of backlogged packets destined to a receWer, ..., is the number of

CW =

neighboring nodes, ang,.., andq are the maximum and the current queue sizes, respectively.
Here, instead of counting the number of packets for eachvetave obtain the approximate

average number of packets per receiver.
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2) Bulk transmission:Once a sender-receiver pair switches to a data channel,etiders
may transfer multiple data packets to its receiver befoeediarrentS,, ends. This operation
contributes to throughput enhancement because it redaeesimber of carrier sensings, channel
switchings, and negotiations.

3) Transmission rate adaptatiorifthe proposed protocol adopts a threshold based rate adap-
tation scheme. In other words, the transmission rate i®ased/decreased if the measured SNR
is above/below a predefined threshold. Initially, the rade the first data transmission on the
data channel is determined after the mRTS/mCTS packet egehan the control channel, and
it is adjusted after the first data transmission on a datargaihis adjusted rate is then used
for the remaining data transmissions.

It should be noted here that the rate obtained during thetiaigm stage may not be accurate
because the SNR is not measured on the data channel. Howeusidering that the received
signal strength is highly dependent on the distance betwezgsender and receiver, the first rate
adaptation is expected to be a reasonable prediction.

4) Semi-synchronizationGathering at the control channel at almost the same timesi&ely
feature that decreases the complexity of multi-channetdination. Once a prime session is
initiated, nodes perform their independerdgotiate-and-switcloperations, and then return to
the control channel by the end of the prime session. As atrasu$ guaranteed that all the
neighbor nodes are on the control channel at the end of eacte mession, leaving all data
channels vacant. Therefore, the nodes can easily exchdragmel use information with each
other. In addition, it can effectively prevent nodes frormegning on specific data channels and
from starting to negotiate with a receiver that is alreadsoived in another transmission. This

significantly contributes to the coordination of multi-cimel operation.

V. PERFORMANCEANALYSIS

In this section, we investigate the achievable throughpuhe proposed protocol, and then
compare the analytically derived results with the simolatiesults. Our approach is comprised
of three main tasks. First, we compute the expected baclaibg, i.e., the amount of time
wasted by the carrier sense multiple access (CSMA) chammtlention mechanism among
the contending nodes. Then, we aggregate the length ofdhsrrission stages across all non-

interfering data channels. Finally, we derive the achitv#ttroughput. For simplicity of analysis,
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we assume aingle-cellad hoc network, in which every node is located within the graission

range of the other nodes.

A. Step 1: Backoff Counter Distribution

According to the IEEE 802.11 DCF channel acquisition meidmana node grasps the wireless
channel when the randomly chosen backoff counter (or théeotion window,cw) reaches
zero. This backoff counter follows a uniform distributi@nd collisions occur when the backoff
counters of multiple nodes simultaneously expire. In tihgsrfework, a node that wants access
to the channel sets a backoff counter only when the channeleidor a DIFS interval (denoted
by oprrs), and sequentially decrements the backoff counter wherlihanel is idle for a slot
time.

SupposeN senders try to gain access to the channel. Then, they indeptyn set backoff
counters within the given range, CW,,....|]. The individually chosernV backoff counters, which
are independent and identically distributed (i.i.d.), demoted byz,,z,,---,zy, Wherex; is
the backoff counter value of th#gh sender. After sorting these values in ascending order, we
get:z(), (), ..., T(ny, Wherex is the smallest, andy, is the largest value among. In this
section, we refer to théh smallest valuer(;) as theith order statistic.

Then, letS = (X1, X, ..., Xy) be random variable$ from the distribution function of"(.),
which is differentiable. Note that(.) follows a uniform distribution within the rangé, CW,,,4.].

In this case, theth order statistic of the sample spaSeis the ith smallest value, denoted as

X(). As such, the probability density function (pdf) &f;) can be derived as

d
fxu () = d—P{at leasti of the X , are less than or equal to}
xr

- @ @ P

From the density function of the backoff counter, we can cot@phe expected period that each

sender should wait before accessing the channel when¥ahd CW,,,, are given.

B. Step 2: Aggregate Length of Data Transmission Stages

To compute the throughput for the proposed protocol, we fiegtd to determine the number

of bits transferred over the time elapsed in the context ef gloposed algorithm. Under the

2Small x’s indicate real values, and large X’s indicate randeariables.
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T
UDIFS 1:1 Z-nego dch 2 dch

Fig. 3. Timeline of the DiSC operations for the first and setsnccessfully negotiated sender-receiver pairs, whitttate

the prime and first inter-sessions, respectively, withim $ame session.

assumption that the network is saturated, i.e., that evemgesy is backlogged, and that there is
no idle period on the network except at the moment that thdessrperform backoff procedures;
Fig. 3 illustrates the timeline of both the prime and firseimsessions. The first sender that grasps
the channel establishes the prime session (the topmodirteria Fig. 3), and the neighboring
contending nodes then perform inter-transmissions withénongoing prime session, of which

the length7,, is given by
Tpr = O0pIrrs + tl + Thnego + Ttlr +2- dch7 (3)

wheret; is the expected backoff period that expires first among thetecwling nodes (i.e., the
1st order statistic) and is equal #[fx ,, (7)], and 7,4, is the length of the negotiation stage.
Note that both the prime and inter-sessions require the samoeint of time slots for negotiation.
In (3), 7. is the length of the prime session’s data transmission siager/’ in (1)), during
which the sender-receiver pair does not occupy the contrahicel because this pair leaves the
control channel upon completing the negotiation. Herefhéor a backlogged sender is simply
set at its maximum valué€l{,,..)-

Once the negotiation for the first pair ends, the other sendsume their backoff procedures.
From the end of the first negotiatioh, is the time at which the second smallest backoff counter
expires, wheret, = E[fx, (z)] — t1. As before, control messages are exchanged, and both
the sender and receiver leave the control channel for at mfgsas shown Fig. 3. The data

transmission period of thend sender-receiver pair is

Tt27" = TPT — ODIFS — E[fX(g) ([L’)] -2 Tnego — 2 dep.

In a similar way, the data transmission period of ittesender-receiver pair can be obtained as
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TABLE |

PARAMETERS FOR THE NUMERICAL VALIDATION OF IEEE 802.18.

Parameter Value
Tmax Ty
den 0
Tnego OmRTS + 0SI1Fs + OmeTs + 0sIFs

follows:

Ttir = TPT — ODIFS — E[fX(i) (.T)] — - Tnego — 2 - de,.

C. Step 3: Achievable Throughput

We then compute the total bits transferred during a primsigesDuring a prime session,

the number of concurrent sessions is given by
[ =min(m, M — 1),

where M is the number of orthogonal channels, andis the number of negotiations that are
successfully made within the current session. Heteis the smallest integer value such that
< T, for m < N. Note that if the residual time to the rendezvous intervaixpected to
be too short to perform one DATA/ACK exchange, no new negjotias initiated on the control
channel. As such, the total number of packets sent over thgphewrthogonal channels within

a session is
l

Ti
Kiota = L Tir J
total ; T,
Finally, assuming that the average packet size is knownatgevable throughpuf can be

expressed as
_ ICtotal . EW]

C
Tor ’

(4)

where E[¢] is the average packet size.

D. Validation

In this section, we compute the throughput performance @fpttoposed protocol numerically
and compare it with the simulation results to validate ovotighput analysis. Here, we assume a

single cellnetwork where wireless nodes are located close to each sthiat the transmission
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Fig. 4. Throughput results of both analysis and simulatiantfie proposed protocol (DiSC) and IEEE 802.11b with respec

to the number of sender-receiver pairs on a single-cell otwith 7', = 5 - T3 and 10 orthogonal channels.

of each node can be heard by the other nodes. Here, the cantt@ata packets are transmitted
at 2 Mb/s and 11 Mb/s, respectively, the average packetsiz@00 bytes, and all the contending
nodes are backlogged. Note that the MAC/PHY parametersarigared to the default values
of IEEE 802.11b [17], except for the number of orthogonalreteds. For comparison, we take
the conventional (single-channel) IEEE 802.11b, with thalgic throughput for IEEE 802.11b
being approximately obtained from (4), based on the parmmetescribed in Table I.

1) Achievable throughput with regards to the number of coditey nodes:First, we investi-
gate the achievable throughput with respect to the numbeomtending nodes. Fig. 4 shows the
analytical and simulation throughput results for both theppsed algorithm and IEEE 802.11b
with respect to the number of sender-receiver pairs. Thebeuraf orthogonal channels is set
at 10, and the number of sender-receiver pairs varies from 10t Note that the number of
channels is sufficiently large and does not limit the thrqugtperformance.

In Fig. 4, it is seen that the simulation and analysis rexfllSiSC are almost the same; i.e.,
the numerical model of DiSC is very accurate. In additioe, dhalytical results of IEEE 802.11b
is in agreement with the simulation results. In case of IEBE.81b, the throughput performance
remains constant in all the cases, since it does not explaitigte channel diversity. However,
the proposed protocol can effectively utilize multiple chals, thereby achieving significant
throughput improvement.

Here, one might wonder why the aggregated throughput of tbpgsed protocol increases
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Fig. 5. Throughput results of both analysis and simulatiantfie proposed protocol (DiSC) and IEEE 802.11b with respec

to Trmaz ON a single-cell network with 4 sender-receiver pairs andtBogonal channels.

and levels off from the six sender-receiver pairs case. hidue to the parameter df,,..,
which limits the maximum length of a prime-session. The a&ff# 7,,,.. on the behavior of the
proposed protocol will be evaluated in Section VI in detail.

2) Achievable throughput with respect 19,..: Finally, we study the effects df,,,.. on the
achievable throughput. Her&,,,.. is the maximum length of a prime session’s data transmission
stage, and limits both the number and the length of intesises. The throughput result with
respect to7,,,. for the four sender-receiver pairs is shown in Fig. 5. Agdhe throughput
performance of the numerical models of both the proposetbpoband IEEE 802.11b precisely

match their corresponding simulation results.

VI. PERFORMANCE EVALUATION

To evaluate the performance of DiSC, and then to comparetit MMAC, AMCP, and the
legacy IEEE 802.11b DCF (with single-channel), we perfainsémulation studies using the
network simulator (NS2) [18] under various network topaésgand conditions.

« MMAC allows synchronized nodes to perform channel negotmgt and multiple data
transmissions during fixed intervals of two sessions unbdersimilar operation of IEEE
802.11 PSM.

« AMCP allows each sender-receiver pair to independenty, @synchronously) perform the

channel negotiation immediately followed by data transioiss.
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Since MMAC and AMCP are the most representative synchroaogsasynchronous protocol,
respectively, they can be selected for performance cosganwith DISC, which is a semi-
synchronous protocol that has a certain level of synchatiniz based on asynchronous operation.
In addition, none of the protocols requires any central dmator, and allows each node to use
a single transceiver in multi-channel wireless networks.

We set the transmission and interference ranges to 100 m 2@dn respectively. The
MAC/PHY parameters are configured to the default IEEE 802 ddrameters with 3 orthogonal
channels (if not mentioned differently). The other protespecific parameters of MMAC and
AMCP are set as described in their original studies: [1] a2id fespectively. For DiSCT,,..
is set to5 - T;,.. The data/basic rate is set at 11/2 Mb/s, and each node igyuoedi to generate
11 Mb/s of constant bit rate (CBR) traffic with 1000-byte-dppackets. These packets are to
be transferred over the user diagram protocol (UDP) prdtddote that each simulation runs
for more than 30 seconds, and the reported values in eacte figpresent the average of 30

simulation runs.

A. Network topologies

1) Single-cell networkin this scenario, each sender-receiver pair is one hop avayevery
node is within the transmission ranges of the other nodesrefbre, all nodes can sense the
transmissions from the other nodes on the network. Herentimeber of sender-receiver pairs
is varied from 1 to 5, and each pair serves a single UDP flow. fduket sizes are randomly
chosen from 500 to 1500 bytes.

Fig. 6 shows the throughput, delay, and channel switching of DiISC, MMAC, AMCP,
and IEEE 802.11b with respect to the number of the sendem@cpairs. Note that 95% of
confidence intervals (Cl) are marked. The channel switchatg is measured as the number
of channel switchings per 1 Mb data transfer. As shown in B{@), in the case of the legacy
IEEE 802.11Db, since the traffic rate at which each sender nergéng is high enough to fill
the bandwidth, the wireless channel is already saturatéd avily one sender-receiver pair, and
thus there is no further throughput improvement even thotlghnumber of sender-receiver
pairs increases. This shows the inherent inability of nehnnel usage of conventional single
channel wireless networks.

On the other hand, multi-channel protocols such as DiSC, NIVi@and AMCP can effectively
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Fig. 6. Simulation results of DISC, MMAC, AMCP, and IEEE 802b on a single-cell network with 95% of confidence

intervals.

exploit multiple non-overlapping channels, and therefackieve throughput enhancements. In
particular, DISC shows the highest throughput performareeen in the single-pair case in
which both MMAC and AMCP turned out to be less efficient thakEE802.11b. These results
imply that there is a performance penalty incurred by mehnnel operations of MMAC and
AMCP, and that the overhead becomes larger when the numlestioy sender-receiver pairs
gets smaller. This inefficiency for both protocols is due amtfo the following protocol-specific
policies: i) AMCP incurs a delay overhead for each data trassion to avoid the multi-channel
hidden terminal problem in an asynchronous manner; and MA@ uses fixed lengths for the
negotiation and data exchange intervals, and the defalulesaf the intervals are too large for

a small number of sender-receiver pairs.

April 20, 2012 DRAFT



23

In Fig. 6(b), DISC achieves the lowest delay for all the caskthis scenario. We observe
that the delay performance of IEEE 802.11b is better thandh&®IMAC and AMCP when the
number of sender-receiver pairs is just one, but gets warseeanumber of sender-receiver pairs
increases. This result shows that the multi-channel padgdcave the capability of distributing
the traffic load over the multiple channels. On the contranger IEEE 802.11b, the wireless
channel easily becomes congested as the number of sewdarrepairs increases, resulting in
longer delay of data delivery.

Fig. 6(c) shows the channel switching rates of DiISC, MMACJ &MCP. Because MMAC
periodically switches channels with a fixed interval, it &@gvthe smallest channel switching
rate. In comparison with AMCP, DiSC achieves the smallemalea switching rate because the
bulk transmission in DISC effectively reduces the unnemgsshannel switchings by enabling
multiple data transmissions on a data channel.

2) Multi-hop network: Next, we evaluate the performances of the four protocols chain
network in which nodes are deployed in a row, and the distieteeen adjacent nodes is set
to 90 m (i.e., one-hop away). In this chain scenario, thereniy one flow—which travels:-
hops—and all other configurations are exactly the same dseipitevious single-cell scenario.
The number of hopsn{ varies from 1 to 5.

Fig. 7(a) shows the end-to-end throughput results for th&inchopology with respect to
the number of hops. Note that 95% of CI's are marked. Hereh ease in this scenario
has @ + 1) nodes. As observed in the single-cell simulations, DiS@egally outperforms
the other protocols, with IEEE 802.11b being the secon#iednscheme. In the single-hop
network, the performance was seen to vary as the number deseeceiver pairs increased,
with multi-channel protocols tending to show better perfance than IEEE 802.11b. However,
the throughputs of MMAC and AMCP are slightly lower than tiotlEEE 802.11 DCF even
though they are able to exploit multiple channels for dagmgmissions. One reason for these
lower throughputs is that because MMAC is a synchronousopodtand uses a fixed value for
the channel reservation time, channel utilization is highffected by the traffic load of each
node, which gradually decreases along the path towardsestendtion. This uneven traffic load
on the path causes MMAC to operate inefficiently on multi-mepwvorks. In AMCP, each node
defers its channel negotiation for a certain interval tovpne the multi-channel hidden terminal

problem after switching to the control channel. Unfort@hgtthe interval is too short to fully
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Fig. 7. Simulation results of DiISC, MMAC, AMCP, and IEEE 802b on a multi-hop network with 95% of confidence

intervals.

prevent the hidden terminal problem in multi-hop networkseve the intra-flow interference is
severe.

Fig. 7(b) shows the delay performances. The throughpubpeagnce on multi-hop network
rapidly decreases with respect to the number of hops. Ha&C @nd IEEE 802.11b have the
smallest delays, and MMAC has the largest delay. Becaustdfie rate near the destination
node on the multi-hop path becomes quite low, the delay padoces on multi-hop topology
show a trend similar to that of single-cell network with onewflin Fig. 6(b). While IEEE
802.11b and AMCP transmit only one packet once they graspuangt for data delivery MMAC
reserves a data channel for a fixed period and transmits rharedne packet; until the period

is over, awaiting packets cannot be forwarded to the negtdestination. Therefore, the delay
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Fig. 8. Simulation results of DiISC, MMAC, AMCP, and IEEE 802b in a random network with respect to the offered traffic
load.

performance of MMAC can be improved if the period is appragly adjusted at each hop.

Fig. 7(c) shows the channel switching rates. Overall cheswigching rates are almost linearly
proportional to the number of hops. As like in Fig. 6(c), MMAChieves the smallest channel
switching rate, and AMCP gives the largest channel switghate.

3) Random networkTo evaluate the throughput performance on more generaldgigs, we
construct a random network where both single-hop and rholiflows coexist. On the random
network, five sender-receiver pairs are randomly seleaad, they establish UDP flows with
variable-sized packets.

Fig. 8(a) shows the aggregate throughput performances ®€PDMMAC, AMCP, and IEEE
802.11b with respect to the offered traffic load. The aggee¢faroughput represents how many
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bits are delivered from source nodes to the destination mlodieg unit time. For light traffic
load, it can be seen that all protocols show almost equalitiimput performance; however, as
the loads are increased, the throughput of the protocolsrbesaturated. We observed that the
throughput for DISC becomes saturated at a much higherctatid than in the other protocols.
Fig. 8(b) shows the average delay performances. The avpeaet delay is the average duration
for successfully delivered packets between the sourcetendestination node. DiISC and AMCP
achieve almost the same delay performance while MMAC andEIB&.11b have comparatively
larger delays. Fig. 8(c) shows the average channel swgctdtes. As the offered traffic load
increases, the average channel switching rates decredsvamtually level off, and MMAC and
AMCP have the largest and smallest switching rates, resspéct

B. Impact of the simulation parameters

1) Effect of7,,.. : In the proposed protocol,.. is the upper limit of the prime-session’s
length. When a sender which triggers a prime session hagisuffipackets to send, the prime
session allots the time duration @f,,, to transmit packets. AY,,.. becomes longer, the
achievable throughput will increase because a longer psession allows more inter-sessions
and also reduces the backoff and negotiation overhead ligrpeng bulk transmissions.

However, in multi-hop networks a long transmission sessi@y incur a long delay; as a
result, it may work poorly with transmission control probb¢TCP) flows because the increased
round-trip-time (RTT) will reduce the available bandwidtlue to its congestion prevention
mechanism [20]. Moreover, in sparse networks where the rmiesity is very low, a long
prime session does not provide much benefit because therdeaviiew or no inter-sessions.
Therefore, it is important to select an appropriate valu€elig,, that reflects the actual network
conditions. Currently, dynamically adjustifig,,.. is left as our future work, which can contribute
to increasing throughput and decreasing delay.

Fig. 9 illustrates the aggregate throughput of the DiSC,maned to MMAC, AMCP, and IEEE
802.11b with respect to the length 6f,,, and the number of data channels. The simulation was
performed on a single-cell network with four sender-reeepairs. Since an additional channel
for exchanging control messages is required for both DiS€ AWMCP, the actual number of
orthogonal channels is larger than the number of data cheamyel. Here, the x-axis is the

length ofT,,.. in a T}, unit, whereT;, is equal to the duration afompletingone UDP packet
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Fig. 9. The aggregate throughput with respect to both thgtteof T',... and the number of available data channels on a

single-cell network with 4 sender-receiver pairs.

transmission (i.e.gpara + 0sirs + cack + 0srrs, Where DATA and ACK are transferred at
data and basic rates, respectively).

When there is only one data channel, only a prime sessioneasthblished; yet the proposed
algorithm still achieves throughput enhancement. Thisughput gain comes from the reduced
backoff and negotiation overhead provided by performinék itansmissions. With two data
channels, DISC also shows considerable throughput enheemte as7,,,.. becomes larger, it
achieves almost double the throughput compared to thateo$itigle data channel case. When
T,nex = T3, the throughput is same as in the one data channel netwar&ube the prime session
(Spr) is too short to permit any inter-sessiast,(). However, wheril;,,., = 2-1;,, S, can allow
one S;,, which is sufficient time to complete one UDP packet transiois Here, the ratio of
the transferred bytes fdf;, to those forS,, is % Assuming that all senders are backlogged and
that any node can trigger eith&y,. or S;,, S;, can hold(n — 1) packet transmissions whef),
holdsn packets. Therefore, d5,,., becomes larger, the ratic?—;(—l) approaches 1; i.e., with two
data channels and a sufficiently lofig,.., DISC can achieve almost two times the throughput
compared to a single data channel network.

Similarly, for three data channels, the number of packetssfierred over the prime-session

Spr, the first inter-sessiof'", and the second inter-sessisﬁ) aren,(n—1),and(n—1—«),

wm !
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Fig. 10. The aggregate throughput for a single-cell netweitk respect to the number of data channels ith,. = 5 - T

and 4 sender-receiver pairs.

respectively? If T,,,. is sufficiently large, we can expect three times the througlspmpared
to the single data channel case. Since this network is caefigto hold three concurrent
transmissions, the throughput increase is significant up.t@ = 3-7;,.. Also, it should be noted
that with subsequent increases in the number of data chenDiSC still achieves throughput
enhancements; though the amount of increment graduallsedses. Again, this improvement
originates from the ability to perform bulk transmissions.

2) Effect of number of orthogonal channel®/): The number of orthogonal channel&/}
may not be an adjustable parameter in practice. For exaniple: 802.11b supports three
orthogonal channels, IEEE 802.11a supports four times as/rohannels. Therefore, we can
have a higher degree of freedom in utilizing multiple ortbogl channels with 802.11a than
with 802.11b, when necessary.

Fig. 10 presents the aggregate throughput of the four potdoegith respect to the number
of orthogonal channels. A single-cell network is constdctvith four sender-receiver pairs.
The figure shows that in the case of IEEE 802.11b, which doésitiize multiple orthogonal
channels,M does not affect the throughput performance. On the othed,HiMAC shows a
linear increase of the throughput up 8@ = 4. When M = 1, four sender-receiver pairs of

3A non-negative integew is determined according to the specific network specifioati@.g., transmission rate, packet size,

and so on.
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MMAC operate on the same channel. However, wiiéns increased to 4, each pair then uses
a different channel, and MMAC achieves four times the agapeghroughput compared to that
when M = 1. However, the figure also shows that the subsequent addfiarthannels fails
to further improve the throughput, and thus are deemed agyh&inecessary. In the case of
AMCP and DiSC, the throughput increases up\fo= 5, and DiSC outperforms AMCP in all
cases. The reason why the throughput of both protocols besgaturated in the five orthogonal
channel network is that the control channel is not used ferdhta transmissions.

3) Effect of packet sizdn real networks, packets are typically of different siz2%|[according
applications, encryption schemes, and so on. As such, mp®itant for a network to be able to
handle packets of different sizes well. In this regard, tesgtigate the effect of packet size on
the aggregate throughput, we consider three cases: pazkstaf 500 bytes, 1000 bytes, and
1500 bytes.

Fig. 11 presents the throughput results of the four proswath respect to the packet size on
the single-cell network. Clearly, DISC achieves the highksoughput regardless of the packet

size, and that the throughput increases as the packet sizdagger.

VIlI. CONCLUSION AND FUTURE WORK

In this paper, we devised a distributed and semi-synchmmulti-channel coordination
protocol (DiSC) for distributed CSMA/CA networks that caffieetively manage multi-channel
operations. In short, DISC not only achieves performandeaercement compared to existing
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multi-channel protocols, but also mitigates multi-chdnzwordination problems such as multi-
channel hidden terminals, missing receivers, and broadizesness. These advantages are de-
rived from its semi-synchronous operation, performed waladditional synchronization process.
In this protocol, neighboring nodes that have indepengleswiitched to different channels can
rendezvous on the control channel when their reserved tkpies; the nodes thus rendezvous
at almost the same time. As such, implementation and oparatierhead due to synchronization
are eliminated. In addition, DiSC requires neither a cémpardination device/scheme nor any
additional transceiver, so the hardware implementationpiexity remains the same as other
off-the-shelf 802.11-compatible devices.

Note that there are a number of issues that remain as topi¢stwe research. Notably,
when arranging a set of candidate channels on the negatistidge, the proposed protocol uses
a random mechanism, i.e., a node randomly selects chanmelsgaavailable ones. However,
if there is certain information that could improve the pbgdgy of choosing a better channel,
a larger degree of multi-channel diversity could be explijtit is thought that accumulating
channel usage information or measuring the channel statavance could assist this procedure.
In addition, we are planning to perform an empirical vertiima of the proposed protocol. Since
DiSC does not need additional transceivers nor synchrtioizasetting up and configuring
a test-bed for DISC should not increase either the complexitthe hardware or software

implementation.
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