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Abstract

High throughput and fair resource sharing are two of the nropbrtant objectives in designing a
medium access control (MAC) protocol. Currently, most MA@tpcols including IEEE 802.11 DCF
adopt a random access based approach in a distributed mammeer to coordinate the wireless channel
accesses among competing stations. In this paper, we festifig that a random access—based MAC
protocol may suffer from MAC protocol overhead such as a oamdbackoff for data transmission and
a collision among simultaneously transmitting stationiserT, we propose a new MAC protocol, called
sequential coordination function (SCF), which coordisateery station to send a data frame sequentially
one after another in a distributed manner. By defining a serperiod and a joining period, the SCF
eliminates unnecessary contentions during the servidedhemnd by explicitly determining the sequence
of frame transmission for each stations, it reduces collisiccurrences and ensures fairness among
stations in the service period. The performance of SCF isstigated through intensive simulations,
which show that the SCF achieves higher throughput anddssrrperformances than other existing

MAC protocols in a wide range of the traffic load and the numidifestations.
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. INTRODUCTION

In recent years, the demand for higher throughput in wislestworking is continuously
increasing, because wireless network users expect bettemanication environment, and most
network applications require wider bandwidth with low katg. The IEEE 802.11 (a.k.a. Wi-Fi)
WLAN is one of the most promising technologies that providst Imile wireless connectivity
for both enterprise and residential customers. The IEEE180%orking group has specified
and published several standards such as IEEE 802.11b (upMb/4) [2], 802.11a/g (up to
54Mb/s) [3], [4], and 802.11n (up to 540 Mb/s) [5] to suppodtal transmission at a higher
rate. However, the IEEE 802.11 medium access control (MAfDeme intrinsically has some
inefficiency due to the MAC header overhead for backoff-dasaess mechanism and the waste
of radio resource, especially when collisions occur amongraber of competing stations. (We
will investigate the efficiency issues of IEEE 802.11 DCF atall in Section Il.) One may think
that a higher throughput performance can be obtained simpigicreasing the transmission rate.
Unfortunately, this is not the case because a simple inereagransmission rate cannot make
transmission throughput higher than the throughput perémce limit imposed by the MAC
overhead of IEEE 802.11 as discussed in [6].

Several other schemes have been proposed to achieve higbaghput by reducing MAC
overhead and collision occurrences. The frame aggreggatj@nd the burst sending [8] are good
examples for reducing the overhead. In the aggregatiorrakesmall frames are assembled into
one big frame to reduce the header overhead. The burst geasing TXOP in IEEE 802.11e
can significantly reduce the backoff overhead. For reducioljjsions, adjusting the value of
the contention window (CW) according to the network comdithas been studied by many
researchers [9]-[12]. Furthermore, some ideas that canirglte collisions completely were
presented in [13]. However, they may introduce extra oveii®y using tokens or an extra field
in the MAC header.

In addition to the throughput performance, fair resourcaisig is another important objective
for a MAC protocol. Under the assumption that all users arekdhe resource should be shared
evenly by all the users, (i.e., ideally each ofstations should be given a fractionnléf the
total resource). However, it is reported that there exigtadeoff relationship between achieving

high throughput and fair resource sharing [14], [15].
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In this paper, we present a new MAC mechanism, called se@lerdordination function
(SCF), which coordinates every station to send a data frageentially one after another in a
distributed manner, instead of competing with each otredicst for transmitting frames in order
to improve the throughput and fairness performances of WLRBN defining a service period
and a joining period, the SCF eliminates unnecessary ctotenduring the service period.
As a result, the backoff overhead and collision among statare effectively reduced, and the
aggregate throughput and fairness performance are smgmifjcimproved.

The rest of this paper is organized as follows. In Sectionwi, revisit the inefficiency of
IEEE 802.11 DCF scheme, and in Section Il we present relatadk. Then, we describe the
SCF mechanism in detail in Section IV. We analyze the perémre of SCF in Section V,
and compare the performance of SCF to those of DCF, FCR [h2],|dle Sense [11] through
intensive simulations in Section VI. Finally, in SectionI\onclusions and future work are

given.

[I. BACKGROUND

In this section, we consider the efficiency issues of randooess—based MAC protocols.
Specifically, the contention overhead and the impact ofsiolis are evaluated for the contention—
based MAC protocol of IEEE 802.11 DCF.

A. Contention overhead

First, we compute the expected MAC protocol overhead of IBBE.11 DCF. Suppose that
there are two stations, (i.e., a sender and a receiver).dhd@ssumption that the sender always

has backlogged data, the expected tifg ;- spent for sending a data frame successfully is
Tpasic=Tprrs+Te )+ Taata+Ts1rs+Tack+20, 1)

where T,,;, and T, represent the transmission times of a data frame and an ackefr
respectively, and denotes the propagation delay, which is assumed to be r#gligNote that
Ty.t0 1S the sum of the transmission time of the frame headgs,...) which is fixed and the
transmission time of payload{,,....) Which is variable E[BC] is the expected value of backoff
counter (BC), andli s is the expected contention period, (i.&,BC] X Tygi0trime). When

there is no other station, the contention window (CW) of teader is maintained aS'W,,,;,,
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Fig. 1. Contention overhead including a fixed length of pcotmverhead and a variable contention period in an IEEEJZQ2.

DCF wireless network.

and E[BC] becomesw When the sender uses the RTS/CTS scheme, the overhead of

Trrs)crs Is calculated as

Trrsicrs = Trrs + Tors + 21s1rs + Tpasic-

We define the normalized overhead as
O=1— Tpayload ‘
Tgasic

Fig. 1 depicts the overhead for IEEE 802.11b DCF, when only $tations communicate with
each other at 11 Mb/s. We observe that when the length of pdyi® small, the overhead is
quite dominant, and a large portion of overhead is due to trgention period. Even when
the length of payload reaches its accepted maximum valeg 8,304 bytes), the overhead is
around 40 %. In order to improve the performance of DCF, thierteead should be reduced by
minimizing Txpc) Or maximizing 7},q,10.4, Which is determined by the data transmission rate
and the frame size. However, even in the case of an extrenglydata transmission rate, the
achievable throughput is still bounded in [6]. This implibsit the contention based approach
incurs the contention overhead in coordinating the comeatamong multiple nodes, and it

should be reduced for better throughput performance.
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Fig. 2. Performance evaluation for an IEEE 802.11b DCF wa®lnetwork in terms of (a) aggregate throughput and (b)
fairness index.

B. Impact of collisions

We evaluate the throughput and fairness performance foe I88.11 DCF operated networks
where the length of payload is 1,500 bytes, and the channets&ess. Each sender always has
backlogged data in ad hoc mode.

Fig. 2(a) shows the aggregate throughput as the number obpetimg stations increases. As
the number of senders increases up to six, the throughpuiofbr basic and RTS/CTS schemes
increases. After reaching its maximum, the throughputrsetp decrease gradually. The reason
is that when the throughput has not yet reached its maximbenpackoff time is longer than
that needed in avoiding collisions among stations, and #suthe number of senders increases,
the throughput increases. However, after reaching its mauxi, collisions occur more frequently
because the contention period is not sufficiently long ehategavoid collisions. In this case,
whenever perceiving that a collision has occurred, the esndouble their CWs to reduce
further potential collisions. This binary exponential kaif operation of the IEEE 802.11 DCF
may degrade the fairness performance [16]. Fig. 2(b) shbassthe Jain’s fairness index [17].
The result shows that the binary backoff algorithm does nmovige fair throughput sharing
among users [18], [19].

In this simulations, we observe that as the number of sendemases, the aggregate through-
put and the fairness performances become worse due to tteagsa collisions among stations.
It is mainly due to that the random access contention meshaoif IEEE 802.11 DCF is not
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efficient, especially when the offered network load dynaaitycvaries [9], [10], [20].

[1l. RELATED WORK

There have been many studies to improve the throughputrpesfece of IEEE 802.11 net-
works. Methods to improve the throughput of 802.11 netwarés fall into two categories:
reducing overhead and reducing collisions.

First, increasing payload by aggregating several servaakeds into a single frame [7], [21]
could be effective in improving throughput performanceessgly when there are many small-
sized packets, such as voice over IP packets or TCP ack gadkedther method is sending
several frames consecutively without backoff by using t&P bursting mechanism of IEEE
802.11e [8] to reduce the backoff overhead. The block ackhar@sm also can be used for
reducing the overhead induced by sending ack frames for graokmission [22]. The MAC
header compression is another alternative method that earséd to reduce the MAC header
overhead [23].

Adjusting the value of contention window in IEEE 802.11 DGFane of the most popu-
lar methods to reduce collisions. The adjustments are madeither estimating the current
congestion level of the channel [9]-[11], [20], [24], [25] changing the rule of choosing the
next value of CW [12], [26]-[29]. These schemes avoid cilfis by reducing the transmission
opportunities of senders when the level of collision is higenalty due to collisions can be
reduced by adopting the RTS/CTS mechanism because thenlehgn RTS frame is much
shorter than that of a data frame in most cases.

Collisions can be eliminated entirely by perfectly schaaylthe order of transmissions. An
example of this approach is the PCF of IEEE 802.11, which aspslling mechanism during
the contention free period. A similar idea was presentedLB],[where the polling mode and
the contention mode alternate based on the on-line esimati the network load. However,
these mechanisms need a supervisor node, so they are capelto ad hoc networks. In order
to be used in ad hoc networks, the distributed token ring eag@isin [30] and the distributed
ordering protocol [31] were proposed. However, these nm@sh@as may introduce additional
overhead such as tokens or an extra field in the MAC headerdditian, they increase the
system complexity.

Regarding the fairness issue, there exists a tradeoffiorkdtip between achieving high
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throughput and sharing resource fairly [14], [15]. In ortiemcrease channel utilization, stations
need to be more aggressive, however this behavior attahatenfair resource sharing in general
[18], [19].

In a recent study, the basic concept of the sequential cwatidn has been proposed to
achieve high throughput performance by mitigating theisiolh overhead among contending
nodes in a distributed manner [1]. This paper is an extena@esion of the work done in [1].
The contributions of this study are as follows: (i) We havedified the state transition as shown
in Fig. 4 in order to make SCF nodes more responsive to unssitdéransmissions. (i) We have
analyzed the the joining latency and the utilization perfance in steady state. (iii) We have
implemented another algorithm of "Idle Sense” [11] in oumgarative study, and compared

their performances against that of SCF under more variotygonke scenarios.

V. SEQUENTIAL COORDINATION FUNCTION

In order to provide high throughput and fair resource shpgriwme propose a new MAC
mechanism, called sequential coordination function (S@Fvhich, instead of competing with
each other for transmitting frames, every sender is coatdithto send a data frame sequentially
one after another in a distributed manner. This operatioedslated automatically by a simple
counting operation, which has a little similarity with thadikoff operation of IEEE 802.11 DCF.
As a result, the senders can eliminate unnecessary callismong themselves and share the
channel fairly. The operation of SCF is based on the assomftiat each sender is in the carrier
sensing range of the other stations. (We will show that theratpn of SCF is quite robust to
the hidden stations problems once the network is establish&ection VI.)

The SCP defines service period (SP) and goining period (JP). Because the SCP explicitly
determines the sequence of frame transmission for eadorstaduring the service period, it
can eliminate both unnecessary contentions and collistenreences. A new station is allowed
to join the network only during the joining period, and is odioated to begin to send a data
frame at the next SP. For the operation of SCF, each statiomtaiias three system parameters

listed below.

o N,s: the estimated number of senders in the network countedddysation in each period.

If a station detects a transmission, it increasés; by one.
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1. STA detemines to join

2. STA notices JP

3. STA estimates Nas

4. STA estimates Nas

5. STA transmits a frame
and joins the network

6. STA transmits
a frame

Y A J A Y
[op| sp [Jp]| sp |aP| sp [JP| sP |[aP| sP [|oP]| sP

Fig. 3. Operation of SCF, in which service and joining pesi@dternate.

« N;p: the number of slots for a J&;p is a design parameter and is assumed to be known
to all stations in the network in advance. In this papéysp is set to five, but is desirable
to be adaptively adjusted depending on the arrival rate afiyngining stations. It would
be a part of our future work.

o Npc: the value of the backoff counter. It is decreased by one twheDIFS after a

transmission or for each idl&, s;,i7ime. A Station can transmit a frame only when its

Npc becomes zero.

A. Basic operation of SCF

A basic period of SCF is composed of one service period (SB)oae joining period (JP),
and an SP and a JP are repeated alternately as shown in FigriBgan SP, each sender in a
network is given an opportunity to transmit one frame in ans&®. During a JP, a new station
is given an opportunity to join the network. The duration adRa (V;p) is fixed and is known
to all stations in advance. If a new station detects an idfee tthat lasts longer thaw;p, it
implies that the preceding SP period includes some idlesskoid the end of idle slots is the
end of a JP period.

A SCF station is always in one of the three states; STANDBYINJ@r ACTIVE. Fig. 4
shows the transition diagram among these states. Wheniansigturned on, it first enters the
STANDBY state. In the STANDBY state, it does nothing excegtaiving frames from other
stations. When a station in the STANDBY state receives datsend from its upper layer, it
enters the JOIN state and actively observes the network tmromformation on the value of
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Fig. 4. State transition diagram of SCF.

current N ,¢ and when the next JP starts. After obtaining the informatiosends a data frame
during the next JP. If the sender receives an ack frame, whaibates that the data frame has
been transmitted successfully, it goes into the ACTIVEestAfter this, the sender sends a frame
in each SP. After sending all data, it enters the STANDBYestgain.

The ACTIVE state is composed of two sub-states; ACTIVEL a@TTWVE2. When a station
enters the ACTIVE state, it goes into the ACTIVEL state. Whesender notices a collision, it
enters the ACTIVE2 state. If a station in the ACTIVE2 statadsea data frame successfully
in the following SP, it goes back to the ACTIVEL state. Whentaisn in the ACTIVEZ2 state
becomes involved in another collision, it enters the JOI&testagain in order to refresh its
network information. When a station in the ACTIVE state does have data to send anymore,
it enters the STANDBY state.

B. Sequential coordination

As shown in Fig. 4, when a station in the STANDBY state has tlatend, it enters the JOIN

state. Upon entering this state, the station attempts todittdvhen the next JP starts. First, the
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station estimate$/,s by counting the number of transmissions between two cotiseclPs as
shown in Fig. 3. If two successive estimates/9fs are equal, the station assumes that it has
countedN 45 correctly and sends a data frame during the following JPotf it has to delay its
transmission until two successive estimatesvak are equal. When two successive estimates of
N, are equal, at the beginning of the following SP (in Fig. 3, fitverth SP), the station sets
its Ngc and N4 as

Npe = Nas+ K, (2)
Nisg = 0.

where K' = rand(N;p) and rand(n) function returns an integer which is chosen between
one andn with equal probability. This randomness helps avoid cioliis among multiple new
stations. As time goes omlyz¢ is decreased to zero, and the new station attempts to traasmi

frame. In the case of a successful transmission, the stagtmits Nz~ and N4 as follows:
Npc = Nas+ Nyp — K, (3)
Nys = O.

Note that by setting the value afz- as above, the last station whose transmission has been
successful in the last JP becomes the last sender in theviojoSP. N,s is reset, and then
begins to increase by one for each detected transmissia@ntially, it will be larger by one
than that in the preceding basic period.

After a successful transmission during a JP, the statioarenbhe ACTIVE state and is given
an opportunity to transmit in each SP that follows. If thengmission is not successful (i.e., the
sender does not receive an ack frame within a pre-deterntimez), it behaves as if it has just
entered the JOIN state.

Fig. 5(a) shows the changes ofz- for each station when it joins the network. There are
three active stations that are in the ACTIVE state and one staton that newly joins the
network. The slots in white color simply denote idle slotsdahe slots in grey color indicate
that a station is sending a frame becauseNis: becomes zero. Thus, the duration of a slot
in white color is equal tdl},s;0i7ime, While that in grey color ISl + Tis1rs + Ther, although
all slots are depicted with the same length. The time comedimg to7);~s has been omitted

for simplicity. As shown in Fig. 5(a), each station decresage Nz after waiting for7p;rs or
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Period [JP[ P JP P JP P JpP
STA1 |3]|2|1|0]|7|(6]|5|4|3]|2|1]0|7|6|5[|4]|3[2]|1[0|8]|7
stA2 |2]1]o]7]e]|5]4a]3]2]1]0]7]6]5]4]3]2]1]0]8]7]6
STA3 |[1|0|7|6|5|4[3|2|1]0|7|6|5|4[3[2]1]0|8|7[6|5
new STA 6|5[4]3[2]1]0f4a]3][2]1]0]8
NewSTA DIFS \
—
[P e | (7] [ Sarame ] S\ A
Nec ! Ngc =Nas+K 45 432,10 Nec =Nas+ Ngp- K
Nas 0/l(7= 3+a) 12 3334 |(5= 4+5-4) 00
Nas=0 Nas=0
(a) A station joins the networkN,;p = 5, K = 4).
Period JP SP JP SP JP
oraq [Nec|4|3[2|1)0|6|5]4]3]2]|1]0|6|5]4|3
Nas|OjO|Of1§2|{0f(0O|0O|0O|0O|2|2|0|0|O0O]|O
N 3121406 4(3(2]11(0|6|5|4(3]|2
sTA 2 [NBC X
Nas| 2|21 |18 22|21 P&J1j|1|2)1(1|1]|1|1
_DIFS | FS
STA'1 [Send Frame | /]\// BusyMedium d Frame
Nac 76543 1 0
Nas 000001 2
STA2 [Busy Medium| [ ]/l ] "\ Send Frame usy Medium
65/43R10 6
Nac Ngc = Nas+ Nyp 1
Nas EEERNE (7= 2+5)
NAS:O

(b) Stations are in the ACTIVE state.

Fig. 5. An illustrative example folV4s and Npc in JOIN and ACTIVE states.

after one idleT, s;oi1ime. Suppose the new station selects four forin Fig. 5(a). Then, at the

beginning of the first SP periodyz- and N,s are set to be 7 and 0, respectively, by (2), and

they are immediately decreased by one due to the transmie§iSTA 3. At the fourth slot of

the second JP, the new station transmits a frame, and\sgis= 5 and N 5 = 0 by (3). Then,

in the second SP, it is scheduled to transmit a frame at thehfalot.

After successfully transmitting a frame, the station in A@TIVE state sets itsVpc and N g
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Period P s JP » JP >
Npc| 2 | 1 4 201 7 4 2]1 7
STA1 BC 0|65 3 0|8 6|5 3 0|8
Nas|O|1[2]|0|of1|2]|2|3|a|1|2]|2|2|2]2|2|3]|4|1]|2
Ngc|1|0|6|5|4|3|2|1]|0|8|7|6|5|4[3|2|1]|0|8|7|6
STA2
Nas| 1|2|1|1|2|2|3|3|4|1|2|3|3|3[3|3|3|4|1|2]3
Ngc| |4[3|2|1]l0|4|3|2|1|0|8|7|6|5|4|3|2|1|0]8
New STA 3
Nas| 2 1l1]2|3]4]1|2]1|2|1|1]|2]|3|4]|1
Negc| |5|4|3|2|1]|0]|4|3|2|1|0|8|7|6|5|4|3]|2|1|0
New STA 4
Nas| 2 o|1|/2|3|4|o|o|o|o|o|1|2|3]|4

(@) Ngc and N4s for two joining stations.

JP SP JP SP JP SP JP SP JP SP JP SP
I
STAO E2 J
|
STAl X D E1l E2 J
I
STA2 D X E1l E2 E3 J
I
STA3 E1l X E2 E3 E4 J
I}
No detection IZI Detecting JP

Xth estimation of Nas Sending a frame to join

(b) Estimation of N4 for four joining stations.

Fig. 6. An illustrative example foiVas and Ngc when stations simultaneously join the wireless network.

as follows:
Npc = Nas+ Nyp, (4)
NAS = 0.

Recall thatN 5 is increased by one whenever there is a transmission dunmdpasic period.

Fig. 5(b) depicts the changes Mys and Nz of each station in the ACTIVE state as time goes
by.

C. Simultaneous joins and leaves

We consider a special case when multiple stations join aakléhe network simultaneously.
The transmission of stations in SCF is automatically cowtdid simply by countingv,s even

when the number of senders changes. Fig. 6(a) shows the ehanhd/z- and N s when two
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stations join the network simultaneously. Note that STA@ &TA2 increase theilV S by two
after two new stations join.

On the other hand, if there is a transmission in a JP, the giheng stations will fail to detect
the JP correctly, because they cannot observe the consedlts idle slots. After missing a JP,
the consecutive estimations &f,s will not be the same. Thus, after missing a JP, the joining
stations should find out the starting point of the next SP d@)dadd estimate again the current
N g correctly. Fig. 6(b) shows the joining process for fouristas. Due to the transmission of
STAO, the other three stations fail to identify the seconctcdRectly. As a result, STAL is able
to successfully identify a JP in one basic period later. SWARrealize that the first estimation
(E1) and the second estimation (E2) 8f,s are different, and it needs anoth®& s estimation
(E3). For STA3, it needs two mor¥ 45 estimations (E3, E4). After these operations, all joining
stations transmit their frames in one &%y slots in the sixth SP, depending on the randomly
selectedNgs in (2).

Fig. 7 shows the case when two stations leave the networkitsin@ously. In this casey s
in each of the remaining stations is decreased accordi@glgsequently the remaining stations
can send data frames with a shorter basic period as showrgin7FHowever, when several
senders leave the network simultaneously, the stationtseid®IN state may determine the start
of the next JP incorrectly, and send a frame during an SP. ¢h sucase, it is possible that
collisions may occur among the stations in the ACTIVE andNIGtates. By adopting the two
sub-states of ACTIVE1 and ACTIVEZ2 in Fig. 4, the former stas will attempt to send a frame
in the next SP again, while the latter stations will behavef ashave just entered the JOIN
state.

V. PERFORMANCE ANALYSIS

In this section, we analyze two key properties of (i) therateto join the network and (ii)
the utilization when the network is operating in steadyest&br simplicity of the analysis, we
first assume that collisions are the only cause for corrufysdes. Second, we assume that the
number of joining stations and the number of leaving statiare the same in average (i.e., the
number of station in the ACTIVE statéV(,s) is constant.).
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Period SP JP SP JP SP JP
STA1 Ngc|8|7|6|5[4|13(2|1|0(8|7|6|5|4|3[2|1|0(6|5|4|3

Nas| 1(2|2|2|2|2(2|3|4(0|0|0|0|0O|0O|0O|1|2]|0|0|0]|O

Nec|7[6]5|4]|3|2]1]0|s|7|6]5]4|3|2]|1]0]6|5]|4]3]2
STA?2

Nas[ 23333334211 f1f{1f21)21|1|1f(2|212)1|1f1(1
staz [Necf0]8]7/6/5 [STA 3 exits |

Nas| 12222 T 1

[T 1

STA 4 Nec|1]0]8]7]6 [ STA 4 exits |

Nas| 4|1]1]2]1 TTTTT

Fig. 7. An illustrative example foVas and Ngc when two stations simultaneously leave the wireless nétwor

A. Latency to join the network

We define the joining latency),,,, as the time delay experienced by a station until it
successfully joins the network. It implies that it takBs,,;,, for each station to switch its state
from the JOIN state to the ACTIVE state.

Recall that a basic period is composed of an SP and a JP, andthelternately repeated
as shown in Fig. 3. Lefsp denote the duration of an SP, when the RTS/CTS scheme is not
used. During an SP, it takés; 45;c with E[BC] = 0 in (1) for each sender station to transmit

a frame. Thereforelsp is simply calculated as follows:

Tsp = Nas - Tscr-Basic, (5)

whereTscr_pasic is equal tolgas7c With T pe; = 0 in (1). LetT;p» denote the duration of
a JP. When there is no station joining the network during aJp,is given byTp;rs + Nyp -
T.siTime- HOWever, if there are a number of stations that attempt ito joe network, all the
slots of the JP are occupied with the transmission attehptsuch a case, the duration of the
JP is given byN;p - Tscr_pasic. The number of cases that there existon-idle slots among

N;p slots in a JP is given by

0 for k=0
Ey(Nyp,Nyjs)=< Nyp for k=1
C(Nyp. k) - (R =10 pili, Nug) ) fOr k=2, Nyp,

where N, is the number of stations in the JOIN state, &, k) is the binomial coefficient
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(i.e.,,C(n, k) = ﬁlk),) Consequently, the expectation Bfp is given by

K Ey(Nsp, Nys)
E[T;p] = ; <W “((Nsp = k)(Tprrs + Nyp - Taszoth'me)+k"TSCF—BASIC)> :
Suppose a data frame is received from the upper layér=att,, ;... If the frame arrives
during the SP (i.e.t.rn. < Tsp), the station can successfully detect the end of the JP.i¢n th

case, the latency for detecting the end of the J®ig> + T);p — torrive)- ON the contrary, if the
frame arrives during the JP, it fails to detect the end of fReatid has to wait for another basic
period. Therefore, the latency in this cas€d%'sp + 27 p — tyrive). Under the assumption that
the arrival of a data frame is uniformly distributed withimetbasic period, the expected latency
is given by

1 3

E[Daetect] = §TSP + §E[TJP]-

After detecting the end of the JP, the station estima¥gs for two successive basic period,
and at the next period, it transmits a frame. Therefore, edtdmpt fail causes a latency of
Dyransmit = 3Tsp + 3T;p. The expected joining latency is obtained as follows:

E[Djoin] = E[Ddetect] + Z(Z ps<1 - ps>i_1)E[Dt7«ansmit] (6)

i=1

1 3 3 3
- (=+2)\1 L2 g
<2+ps) SP‘|’<2‘|’pS) [Typ],

wherep, is the probability that a station enters the ACTIVE statecssgsfully, (i.e., the proba-
bility of sending a frame successfully during a JP). The pholity p, is calculated as

Nyp - (Ngp — 1)Nrs!
(NJP>NJS

()
B Nyp '

Fig. 8(a) shows the numerical result of the joining latenty@) with respect taV,;s when the

ps(Nyp, Nys)

N;p is set 5. Because the number of slots for newly joining statis fixed at 5, the joining
latency becomes larger as the number of nodes in the JOIN stateases. It is seen that as
the number of nodes in the ACTIVE state increases, the Igtalso increases due to the longer

duration of the service period.
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Fig. 8. Numerical results for joining latency and the utilion with respect taV,;s when N;p = 5.

B. Utilization

When there existV,g active stations andV;s joining stations, the utilization is defined as
the ratio of the time taken to transmit a payload with respedhe total time, and is calculated

as
Tpayload : (NAS + NJS ps>
Tsp + E[T;p]

Note thatNas - Thaytoad @NA Nys - ps - Thayioad @re the expected time spent in sending payload

U= )

during an SP and a JP, respectively. When there is no jointatmps, the utilization is re-written

as
NAS : Tpayload

U

" Nuas - Tscr-pasic + Toirs + Nip - Tusiorrime
Even though the effects of a collision in contention basqut@gches are assumed to be negligible
in lightly loaded traffic, the proposed scheme can still achithe higher utilization if

CW,,n, — 1 T
Nyp < Nyg - 5 — TSIDIFS :
aSlotTime

Fig. 8(b) shows the numerical result of the utilization i) {With respect toV,s. It is seen that
the number of nodes in the ACTIVE state increases, the hitftreughput is achieved because
the effect of the overhead due to the fixed duration of joirpegod is relatively reduced. Also,
becausen, becomes smaller as the number of nodes in the JOIN stateagesethe throughput
performance becomes slightly lower. From this numericalysis, we observe that the duration

of N;p significantly affects the throughput and delay performaoic&CF. How to adjustV;p
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and how to distribute the adjusted value/gf» to all the contending nodes will be one of our

future research work.

VI. PERFORMANCE EVALUATION

To evaluate the performance of SCF, we have performed intesgnulations by using the
ns-2 (ver. 2.27) and have compared the performance of SO thét of IEEE 802.11 DCF,
fast collision reduction (FCR) [12], and Idle Sense [11]ens of the throughput, fairness, and
delay.

« SCF: The implementation os SCF is based on that of IEEE 80RQE. To make the

stations in SCF operate synchronously even in cases of fcamaption by a collision or
a channel error, we simply sétT’'STimeout and AC KTimeout to be equal to EIFS.

« FCR: In order to reduce the idle slots, FCR uses a small valubeoinitial CW,,,;,, for
successful transmissions and reduces the backoff couxpenentially for successive idle
slots. FCR increases the contention window size for a busg sts well as a collision state
of wireless channel. In our simulations, G\W for FCR is set to three.

. ldle Sense: Each sender counts and averages the numbes siatil between two successive
transmissions, and compares it to the optimal number ofsidies. If the average number is
larger, the sender decreases its contention window in dodegrcrease channel utilization.
Otherwise, it increases its contention window to avoid pti& collisions.

The performances of these schemes are investigated undedifigrent scenarios: a) heavily
loaded network, b) lightly loaded network, c) load-varymetwork, d) network with TCP traffic
flows, and e) network with hidden stations.

In the following simulations, the transmission range ofteatation is 100 meters, and all the
stations are in a region of 70 meters x 70 meters (i.e., tisen® ihidden station) except the fifth
scenario with hidden stations in Section VI-E. The lengtraadata frame is 1,500 bytes, and
the RTS/CTS mechanism is disabled. The transmission ragadf station is fixed at 11 Mb/s.

The reported results are obtained by averaging 20 runs afithelations.

A. Static network with backlogged nodes

We investigate the network performance of SCF in a statievowdt where all the senders

are always backlogged and the contention level is extretmgly. First, we study the aggregate
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Fig. 9. Simulation results in a static network with backledghodes.

throughput, which is defined as the total amount of data vedailivided by the simulation time.
In this saturated scenario, the maximum achievable aggrdfeoughput on lossless channel
is 7.44 Mb/s, which is calculated from (1) by settifig;zc; to zero. Fig. 9(a) shows that the
aggregate throughput of DCF decreases rapidly as the nushi&tions increases as mentioned
in Section II. The throughput of FCR also decreases, but gdueedse is much smaller than that
of DCF, because FCR has a small W\, which contributes to reducing overhead of the idle
period. On the other hand, the aggregate throughput of SGHM& Sense remain constant as
the number of senders increases due to their novel schem®siw or reduce collisions. We
observe that the SCF improves the aggregate throughput By Bbcomparison with DCF. It is
worth noting that on lossless channel, the SCF achievesigines$t throughput for all the cases.
We examine the fairness performance among the senders. 8\tbaiSain’s fairness index,
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which is defined as
Fo Sum?®
IR T

wheren is the number of flows, and; is the measured throughput of thg flow in [17].
As F becomes larger, it can be said that the network resourcealedhmore evenly among
stations. We calculated from the data collected for 500 ms in steady state. Fig. Ygows
that SCF gives the highest fairness index. As the numberrafess increases, the fairness index
of SCF decreases slightly because SCF gives each sendasatolee chance to transmit in
every basic period. On the other hand, FCR shows the worfbrpgance because it uses the
binary backoff algorithm in both increasing and decreasiWj, whereas DCF uses the binary
backoff algorithm only in increasing CW. Note that the bindackoff algorithm may degrade
the fairness performance among stations [18], [19]. In otdeovercome this unfairness, FCR
may adopt the distributed version of the SCFQ algorithm .[32. 9(b) also shows that Idle
Sense remarkably improves the fairness performance, éeemgl it does not outperform SCF.

The transmission delay is defined as the time elapse fromnstant a sender first attempts
to send a data frame to the instant it receives an ack franme the receiver. In SCF, when a
sender has frames to send, it has to join the network first. igét expect that this joining
latency becomes too large for a heavily loaded network. n tfe joining latency increases
as the number of stations in the JOIN staté;{) increases becauge becomes smaller. Fig.
9(c) indicates that SCF achieves smaller average tranemigglay than DCF and FCR in a
reasonably wide range of the number of stations. In compangith Idle Sense, it achieves
the better performance until the number of stations reashx#g For the worst case delay, SCF
and Idle Sense show better performance than the others as shd-ig. 9(d). We observe that
the unfairness among stations significantly contributethéoworst case delay, because when a
station does not have a chance to transmit for sometime, thst wase delay increases. In the

case of SCF, the worst case delay is mostly due to a joiningydel

B. Dynamic network with light traffic load

We evaluate the performance of SCF in a dynamic network wgtit traffic load, where there
exist ten stations that are not backlogged. In this scendr@stations keep silent for a certain

time interval depending on their sending rate. Under SCFerwa station does not have data
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Fig. 10. Simulation results in a dynamic network with lighaffic load.

to send, it transits from ACTIVE state to STANDBY state, anttls a node is regarded as a
leaving station. When it has a data to send, it joins the nétagain. Consequently, the stations
that are not backlogged repeatedly join and leave the nktwoder SCF.

Here, we investigate the aggregate throughput, fairnessxirand joining delay with respect
to the offered load per station. Fig. 10(a) indicates that alggregate throughput of SCF is
higher than those of the other schemes in the whole rangenibdstrates that SCF can work
properly and efficiently under a dynamic network conditibm.terms of fairness, FCR is the
worst, and SCF is the best as shown in Fig. 10(b). Thus, itiesghat SCF utilizes the network
resource efficiently and fairly in the dynamic network wiigght traffic load. Fig. 10(c) and
10(d) also show the average transmission delay and the wasstdelay of SCF are better than
or comparable to the others in all the ranges of traffic loaoin@ared with the case for the
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Fig. 11. Simulation results in a mobile network with joiniagd leaving nodes.

static network with backlogged nodes, the probability thatation enters the ACTIVE station
successfully is higher, and as a result, its latency in atliigloaded network is much smaller

than that in the static network.

C. Mobile network with joining and leaving nodes

We investigate the adaptiveness of DCF, FCR, Idle Sense,S&fd in a mobile network,
where the number of stations varies due to the joining andingaof mobile nodes. In the
beginning of this simulation, there are initially ten sta$, and the number of stations changes
to7— 13— 1 — 5 at every ten seconds. In Fig. 11, we see that SCF is able p addl to
the changes in the number of stations and yields the higlygsegate throughput. During the
time interval between 30 and 40 seconds, the number of semgl@uist one. In this case, SCF
regularly transmits frames evebyx T,si.iime DECAUSEN P is five. However, FCR does every
3 X Tsiirime 1IN this worst case. Therefore, the throughput of FCR is #iyghigher than that
of SCF during only this time duration.

D. Network with TCP traffic flows

In order to investigate the performance when the traffic astet, we simulate the case where
packets are transmitted under the TCP New Reno [33]. We assua the length of packets is
1,460 bytes, and the channel is lossless. Fig. 12 shows @Ratoftperforms the other schemes

in terms of the aggregate throughput and fairness perfacema@ompared with Fig. 9(b), Fig.

April 30, 2011 DRAFT



Time (second)

(a) Aggregate throughput

22

777777 )
3
= . 3
= e, < .
3 B 2
< i}
s € o
- E ool .
£ ¢
= SCF —— AA *QCR e
DCF —+— 1 02| DCF 4
FCR ---2-- FCR ---a--
‘ ‘ Jdle Sense s o ‘ dle Sense =
20 40 60 80 100 20 40 60 80 100

Number of stations

(b) Fairness index

Fig. 12. Simulation results in a network with TCP traffic flows

Fig. 13. Network topology with four regions in hidden statiscenario.

12(b) indicates that the fairness of SCF, FCR, and Idle Senseproved to some extent with

elastic traffic flows, while that of DCF degrades.

E. Network with hidden stations

The performance of SCF may be affected by collisions duringrang period unless all the
stations are within the transmission range of each othare,Hee examine the effect of hidden
stations to the operation of SCF. We consider a network tapolivith four regions as shown

in Fig. 13. Suppose that the transmission range and thelssgnaing range are 100 and 220
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meters, respectively. All the stations in the region A (Gr@\) are within the transmission range
of each other, and all the stations in the region B (Group B)eadther within the signal sensing
range or within the transmission range of some of the statiorGroup A. Some stations in the
region C (Group C) are within the signal sensing range of setagons in Group A, and the
stations in the region D do not interfere with any of the stadiin Group A.

In our simulation, the channel is assumed to be losslesgslier o concentrate on the effect of
hidden stations. We consider the following scenario. Inaed\, there exist ten stations running
each corresponding protocol, and they begin to send framiggir corresponding stations in the
beginning of the simulation. After 20 seconds, an intenfgrstation with a simple CSMA/CA
protocol in region B wakes up and starts to send frames. Affeseconds, another interfering
station in region C begins to send frames. Note that theostati region C is a hidden station
to the stations in region A.

Fig. 14 shows that the aggregate throughput of SCF, DCF, B@&Jdle Sense. In Fig. 14(a),
we observe that the transmissions from stations in GroupeAnat affected by the station in
Group B under SCF, but are affected by the stations in Groufi {S.because the stations in
Group A leave the network due to the interference from statim Group C, but they shortly
transit from the ACTIVEZ2 state to the JOIN state to join théwwgk again as shown in Fig. 4.
Even in this case, we observe that the throughput decreas®dine hidden station in Group C is
not so severe. This result implies that, once a network isating) under SCF, the stations in the
network can communicate with each other properly in spitthefinterference from the hidden
stations. The interfering station in Group B cannot tratnsmy packet successfully because the
CAMA/CA protocol defers its transmission. Fig. 14(b) andd¥4show the aggregate throughput
under DCF and the Idle Sense. The station in Group B can tiamgite a small amount of
data at the expense of the throughput decrease at the stati@roup A. In the case of FCR,
the network is seriously affected by the station in Group Bl@wn in Fig. 14(c). Among the
four protocols, the Idle Sense experiences the severeatghput decrease due to hidden station
in Fig. 14(d). Fig. 15 shows that the fairness performandeS@F, DCF, and Idle Sense are

very similar to each other except FCR.
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VIlI. CONCLUSIONS ANDFUTURE WORK

In this paper, we have investigated the efficiency of comenbased approaches such as
IEEE 802.11 DCF for coordinating the contentions among ipleltstations in terms of the
MAC protocol overhead and collision occurrences. We haop@sed a new MAC mechanism,
called sequential coordination function (SCF), which clioates every station to send a data
frame sequentially one after another in a distributed mannstead of competing with each
other station for transmitting frames in order to improve throughput and fairness performances
of WLAN. By defining a service period and a joining period, tREF eliminates unnecessary
contentions during the service period. As a result, the dfakverhead and collision among
stations are effectively reduced, and the aggregate thputgand fairness performance are

significantly improved.
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As future work, we will attempt to apply the SCF to variousrsaéos. First of all, it would
be interesting to study how to support different levels oélgy of service (QoS) requirement
under the operation of SCF. While the current SCF only guaemnthe same level of QoS by
providing the users with the same opportunity of transroissit can be readily extended to
support different levels of QoS constraints. Second, wé stildy how to use the SCF in the
infrastructure mode of WLAN, where an access point shoule: imaore opportunities to transmit
than mobile stations. In addition, it would be a challengedasider the co-existence issues for

near-by multiple SCF—operated networks as well as SCF alMADISA—operated networks.
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