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Abstract

In multihop wireless networks, packets of a flow originatingm a source node are relayed by
intermediate nodes (relay nodes) and travel towards thestirthation along a multihop wireless path.
Since the traffic forwarding capability of each node variesoading to its level of contention, ideally, a
node should not transmit more packets to its relay node theucarresponding relay node can forward.
Instead, each node should yield its channel access opjitgrtonits neighbor nodes so that all the
nodes can evenly share the channel and have similar fomguodipabilities. In this manner, nodes can
utilize the wireless channel effectively, and further wamse the end-to-end throughput of a multihop
path. We propose a fully distributed contention window d@dtépn (CWA) mechanism, which adjusts
the channel access probability depending on the differ&eteeen the incoming and outgoing traffic
at each node, in order to equate the traffic forwarding cédiiabiamong all the nodes in the path.
We implement the proposed adaptive contention algorithmMaxwifi Linux kernel driver for Wi-Fi
interface with Atheros chipset and carry out an empiricadigtin our division building. The experiment
results demonstrate how the proposed mechanism can impra#o-end throughput performance in
the multihop wireless networks.
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. INTRODUCTION

Multihop wireless networks have received considerablenditin in recent years, primarily
because of their wide civilian use and military applicatipand their capability to building
networks without a pre-existing infrastructure. Multihnsmreless networks consist of a number
of either stationary or mobile wireless nodes, which ses/eetays forwarding traffic from other
nodes (as well as their own traffic) and maintain network wadenectivity. In other words, in
multihop wireless networks, packets of a flow originatingnfr a source node are relayed by
intermediate nodes (relay nodes) and travel towards theéndésn along a multihop wireless
path.

One of the critical performance metrics in multihop wirasleetworks is the network through-
put, which heavily depends on the achievable channel dypatieach individual wireless link
and the level of spatial reuse. Several PHY/MAC attributesiultinop wireless networks can be
used in order to control channel access, reduce interfereara improve network throughput,
among which the transmit power, the carrier sense threshaldlthe channel access probability
have been the main research topics.

In this paper, we consider the issue of improving the endr-throughput performance of
IEEE 802.11 DCF-operated multihop wireless networks. Thgidaccess method of the IEEE
802.11 DCEF is carrier sense multiple access with collisiwidance (CSMA/CA). A node that
intends to transmit first senses the channel and defersitsrtrission when the channel is sensed
busy. When the channel is sensed to be idle for a specific titeevial, calleddistributed inter-
frame space (DIFS)Ythe sender chooses a random back-off timer, which is unifodistributed
in [0,CW — 1], where CW is the contention window size. CW is initially setits minimum
value CW,;,, and is doubled up to its maximum value G\ after each transmission collision.
The back-off timer is decreased by one if the channel is skidle for one physical time

slot, suspended if the channel is sensed busy. The nodemitaniés frame when the back-
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off timer reaches zero. Once the data frame is received wfitboors, the receiver sends an
acknowledgment frame to the sender after a specified irteratted theshort inter-frame space
(SIFS) which is less than DIFS. If an acknowledgment frame is nogiked, the data frame is
presumed to be lost, and a retransmission is scheduled.tNaité has been shown in previous
studies, e.g, [2], that the channel access probability isnatfon of CW, i.e.2/(CW+1) in an
average sense, and thus we can control the channel accésbiitp of each node via tuning
the CW value.

In the context of IEEE 802.11 DCF-operated multihop wirglestworks, we devise a con-
tention window adaptation scheme that effectively adjdises minimum CW size, C\,,, of
the BEB mechanism in a distributed manner. In particularcamsider the following two major
issues: (i) how does C\y, affect the end-to-end throughput of a multihop wireleshpdii)
if it is insufficient for every node on a multihop wireless lpab use a common, fixed CW,
value, how does each node distributively adjust its,GVWalue? To address the first issue, we
first motivate via simulation in Section Il that the BEB alggbm with a common, fixed value
of CW,,;, is not sufficient to improve the end-to-end throughput of dtitmop path. In order
to resolve this issue and further improve the network thipud, we propose a fully-distributed
contention window adaptation scheme. Specified in a seerdtive updating rules, the proposed
scheme adaptively controls GW. by considering the level of traffic forwarding ratio. If the
current ratio of incoming packets to outgoing packets isralimelow a pre-determined forwarding
capability (which is set to a value between 0 and 1) in a ginéerval, the CW,;,, value will be set
to a larger/smaller value in order to decrease/increasehthenel access probability. We provide
a convergence analysis of the proposed algorithm and dealisasteady-state performance. We
implement the adaptive contention mechanism on Linux Retrieer and carry out an empirical
study in a multihop chain topology. The experimental resaliow that the proposed algorithm

significantly outperforms IEEE 802.11 DCF in terms of the tménd throughput performance.
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The rest of the paper is organized as follows: In Section #,motivate our proposed work
with an performance evaluation of a multihop wireless phttisection Ill, we provide a summary
of related work in the literature. In Section IV, we propose adaptive contention algorithm
for maximizing end-to-end throughput in multihop wirelesstworks. The empirical evaluation
of the proposed contention algorithm follows in Section VhaHy, we conclude the paper in

Section VI.

[I. MOTIVATION

To investigate how the contention among nodes affects theé@end throughput of a multihop
wireless path, we perform a simulation for a chain topologyw nodes operating in the IEEE
802.11 DCF mode as shown in Fig. 1, where only the source neddsspackets at a rate
of 5 Mb/s to the destination node through intermediate nottes-ig. 1, adjacent nodes are
within the transmission range of each other, and the casgase range is approximately twice
of the transmission range. Nodes within a carrier senseeranqpete for the same channel and
interfere with one another. In Fig. 1, the source node coagpwith two nodesi(; andn,), while
n, competes with three nodeso(irce, ny, andns). Thus, the channel access probability for the
source node will be approximately 1/3 while that fgrandn, will be 1/4 and 1/5, respectively.
It is obvious that the traffic forwarding capabilities are tlee same for nodes along a multihop
path in the chain topology given in Fig. 1, due to the fact #eth node has a different number
of competing nodes.

One may think that there exists an optimal channel accedsapility (or equivalently, an
optimal value of CW,;,,) that gives the maximal throughput of the multihop path.. R&ghows
the throughput performance when GW = 16, 32, and 64. Note that each node has a common,
fixed value of CW,;, in the first transmission attempt, and then the CW value iptadain

compliance with the BEB mechanism. Theaxis in Fig. 2 is the hop-count from the source,
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and thus the throughput at the last node (i.e., hop-count soéesponds to the end-to-end
throughput of the overall path. Several important obsewatcan be made from Fig. 2:

« The throughput at the first hop is high, but rapidly decreadebe next hop under all the
cases. For example, the throughput is reduced by half for,G\W 16. This throughput
behavior implies that the first relay node ] fails to forward all the packets received from
source to the next noder(y), resulting in dropping a large amount of packets.

« The smallest C\Wy;, does not give the highest end-to-end throughput even thdugdn
achieve the highest throughput at the first hop. If one of thées accesses the wireless
medium aggressively, other nodes have a less chance tosatmeshannel. Thus, if the
sender grasps the channel more often than the first relay faqdlethe throughput of,
will further degrade. Consequently, the case for GW= 16 gives the lowest end-to-end
throughput with the highest throughput of the first hop.

« Starting from the third hop, the throughput of relayed tcaffi each node does not decrease
significantly and is approximately the same as the end-tbteroughput because the data
rate is sufficiently reduced at the precedent nodes, andthigusontention among nodes is

not severe.

Based on the above observations, we conclude that if nodbsavdifferent traffic forwarding
capability contend with each other with the same GWvalue, the node with the largest
forwarding capability may utilize the wireless medium agggively and eventually causes the
decrease in the end-to-end throughput of the multihop g2dhsequently, the BEB mechanism
with fixed parameters does not resolve thia-flow interferenceproblem (i.e., the interference
among packets of a connection that is routed on the samehwoplpath). Thus, we need to
differentiate the channel access probability of each nodadjusting the CW size depending
on the traffic forwarding capability.

Fig. 2 also shows the throughput result when the GWalue of each node is adjusted by
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our proposed algorithm in Section IV. It is noticeable thHat throughput achieved under the
CW,,;» adaptation scheme does not vary with respect to the hoptcohis result implies that
none of the relay nodes forwards excessive packets to itesmonding receiver. In summary,
by differentiating the contention window size at each nadethe other nodes except the source
are able to increase the traffic forwarding capability, whiesults in a significant increase in
the end-to-end throughput.

As shown in the above example in Fig. 2, in order to improve ttireughput of multihop
wireless networks, we have to consider the following issgshow to estimate the traffic
forwarding capability at each node; (ii) how to differeméighe contention window size depending
on the traffic forwarding capability; and (iii) how to inciea the end-to-end throughput by
regulating the throughput of traffic relayed at each hop inisributed and scalable manner.
We will deal with these issues in detail and propose a fulbtributed, adaptive algorithm for

controlling the contention window size in the next section.

I1l. RELATED WORK

Spatial reuse in wireless networks increases the overalank capacity by allowing con-
current transmissions that are spatially far enough nobterfere with each other. There exist
abundant research results on how to exploit spatial reusenfproving the performance of
wireless networks. We categorize these recent researohtseffito the following three topics:
tuning of the back-off parameters, transmit power contesid adjustment of carrier sense

thresholds.

A. Tuning of the Back-off Parameters

In IEEE 802.11 DCF, the back-off parameters such as, Gvdnd CW,., are fixed, which
is insufficient to guarantee a satisfactory performanceeundgrious network scenarios. To

analyze the impact of the back-off parameters on networfopaance, Bianchi derived a two
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dimensional Markov chain model for the exponential backwficess [3]. Using this model,
it was shown that the number of stations and the minimum CW kave significant impacts
on the overall performance of IEEE 802.11 DCF. Bianchi andnifello [4] proposed how
to estimate the number of active stations using an extendsdohadh filter in a WLAN. They
showed that tuning of the MAC parameters can effectivelyroup the network performance
when the number of active stations is properly estimateccoAdingly, extensive studies on
improving network capacity by adapting back-off paraneteve been carried out [2], [5], [6].
Cali et al. [2] proposed a distributed algorithm called IEEE 802.1d4jch enables each node
to estimate the number of contending nodes at any given fliney also derived an analytical
model which gives a theoretical maximum bound on the netwagacity, and tried to find
the optimal CW value to achieve the theoretical throughpuitl Kwon et al. [5] proposed a
fast collision recovery (FCRjprotocol, which is a contention-based protocol that reitistes
the back-off timer among all competing stations with an otiye of reducing the idle back-off
time.

Most existing CW tuning schemes assume a one-hop netwodagyp such as an infras-
tructure WLAN and primarily consider how to adjust the caniten window size of each node
to maximize the number of concurrent transmissions withoctirring severe collisions among
the concurrent transmissions. To the contrary, we considaulti-hop network topology, where
intra-flow interference more significantly affects the dneend throughput performance. Our
proposed CW adaptation scheme attempts to reduce unnecgesket drops due to inter-
flow interference and to improve the end-to-end throughmgufgomance by differentiating the

contention window sizes of relay nodes belonging to a samié-hmp path.
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B. Transmit Power Control

The issue of power control has been extensively studiedenctmtext of topology mainte-
nance, where the objective is to preserve a graph-thearetieork connectivity, to reduce power
consumption, and mitigate MAC-level interference [7]{[1Rower control for the purpose of
increasing spatial reuse and network capacity has beetedréathe PCMA protocol [12], the
PCDC protocol [13], and the POWMAC protocol [14]. In [12], ks et al. proposed PCMA, in
which the receiver announces its interference margin ticain tolerate on an out-of-band channel
and the transmitter selects its transmit power that doesafiett any ongoing transmissions.

Mugattash and Krunz also proposed PCDC and POWMAC in [13f], [fespectively.

C. Carrier Sense Threshold Adjustment

The carrier sense threshold is also a key parameter forndigi@g the level of spatial reuse.
The impact of the carrier sense threshold on the networkoitgpaas been studied in [15]-[19].
Zhu et al. [17] determined an optimal carrier sense threshold valuglwmaximizes spatial
reuse for several regular topologies. Based on the SINRiremhuo sustain a predetermined
transmission rate, Zhet al. proposed in [18] a dynamic algorithm that adjusts the casgémse
threshold in order to set the SINR of each transmission tovanglevel. Vasaret al. [19]
proposed an algorithm, calleethos to dynamically adjust the carrier sense threshold in order
to allow more flows to co-exist in 802.11-based hotspot wselnetworks. Yang and Vaidya
[15] considered several factors such as MAC overhead, ressgon rate, and network density

in selecting optimal carrier sense threshold that maximthe aggregate throughput.

IV. A CONTENTION CONTROL FOR MULTIHOP NETWORKS

In multihop wireless networks, the achievable throughguimited by intra- and inter-flow

interference. Specifically, flows that are routed alongedéht paths within the interference range
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compete for the channel bandwidth, resulting in inter-floteiference. On the other hand, intra-
flow interference results from consecutive packets in alsifigw because the packets are spread
over the route to their destination and interfere with eattteio As each node is exposed to a
different level of interference, it has a different traffarivarding capability. We define the traffic

forwarding capabilitya; as the ratio of the rate of incoming and outgoing traffic at deno

out in

If a nodei can forward all the received packets to its neighboring neileout packet loss, then
«; is equal to one. On the other hand, if nadeeceives a large number of packets but cannot
forward them at the same rate as it receives, theis less than one. If nodehas the smallest
forwarding capabilitya; among the nodes on the multihop path, it may be a bottlendak re
node of the path. In this case, we have two choices to deal thighbottleneck problem: (i)
nodei may ask neighboring nodes to reduce the transmit rate becaoannot handle it; (ii) it
may increase the channel access probability in order tg malare packets. In fact, if the node
1 increases the channel access probability, the neighbasncahnot help reducing the transmit
rate because they are sharing the wireless medium with tte ino

We set the target traffic forwarding capability (denotedddy 0 < o* < 1) which each relay
node is expected to have in a steady state. If the traffic faivwg capability of node is less
than o, the rate of traffic that the nodeis relaying is smaller than that at which the node is
supposed to relay. Such a node is granted to increase theealheatess probability, attempting
for access the wireless medium more aggressively. As atrekalneighbor nodes will have a
lower possibility of gaining access to the wireless medium.

To differentiate the channel access probability, we prepmosadjust the contention window

size with respect to the traffic forwarding capability of kamde. Instead of modifying the BEB
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algorithm in IEEE 802.11 DCF, we iteratively update G\Wwith the following rule:

CWmin,i — CWmin,i +7 (hz?Ut —at- h;n)7 (l)

where~ is the step size. At each iteration, the increment in GWSs proportional to the dis-
crepancy between the outgoing rate and the incoming ratedsbg the target traffic forwarding
capability o*. Note that in a steady state; becomesy*. !

The updated CVW\;, is applied to the contention of packets that are being relagtethe
node. However, for the contention of packets that are geserhy itself, a pre-determined
constant CW,, is used because the forwarding capability of traffic whose@mis itself cannot
be determined. For example, when a node is generating actfiffv and at the same time
is relaying a traffic flow from a neighboring node, it shouldt nse the CVW;, obtained by
(1) for the generated traffic flow. Otherwise, it may happeat fpackets generated by itself is
too aggressively transmitted with a small value of GWWthat is computed by the forwarding
capability of the relayed traffic. In what follows, we will $ir explain the detailed algorithm,

and then show the convergence analysis of the proposedthigor

A. Adaptive Contention Algorithm

We devise a fully distributed contention window adaptat{@wA) algorithm for each node
to independently and adaptively determine the minimum exaticin window size C\W;,. The
proposed adaptation rule in (1) needs neither the statosnmaftion of neighboring nodes nor
the topology information of the multihop path such as thaltoumber of hops and the hop-
count from the source. Algorithm 1 gives the pseudo-codédefcontention window adaptation

scheme. Each node periodically executes the algorithm pddta its CW,;, at everyl’ seconds.

For notational simplicity, hereafter we usefor the target traffic forwarding capacity*.

May 7, 2009 DRAFT



11

The updated C\W\;, affects only new packet relays that start after its updakes Tmeans that
this window adaptation scheme does not interfere the oggBEB process.

There are several points that are worthy of mentioning.tAinsorder to measure the rates
of incoming and outgoing traffic, we count the number of pésKer the time intervall’. We
have to consider two special cases: (i) when a node receam®efs whose destination is itself;
and (i) when a node transmit packets whose source is itdéiether or not to consider these
cases may result in a large discrepancy between the amoth# ofcoming and outgoing traffic.
Because these cases do not affect the forwarding capafaitity hence the adaptation of GYY),
we ignore them on lines 3 and 7 in Algorithm 1.

Second, on the lines 9-11 in Algorithm 1, an upper bound isqalaon the rate of outgoing
traffic. Even though there is no incoming packets, the pacaetumulated in the buffer can be
transmitted. For a short time interval, the outgoing rateld¢doe higher than the incoming rate
depending on the buffer size, and it may lead to a false detisi updating CW,;, in (1). This
is the reason that we limit the rate estimate of outgoinditraip to that of incoming traffic.

Third, if the traffic load is sufficiently low and does not incany packet loss, CW¥, has
the tendency to be large with the use of the adaptation rulelnOn the other hand, it is
also possible that a node cannot reach the target forwaodipgbility even though it eventually
reduces CW,, to 1. Considering these two extreme cases, we have imposegmer bound

maxy, and a lower boundnin,, on CW,;, on lines 15-19 in Algorithm 1.

B. Convergence Analysis of the Proposed Algorithm

Here, we give a convergence analysis of Algorithm 1. In oalysis, we deal with the channel
access probability of each node instead of the CW size, wiidhbe further corroborated in
Remark 2. Consider a multihop wireless network consistih@ set of N nodes, denoted by

N ={1,2,---,N}. Similar to what has been done in [16], we derive the sammatiroughput
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of each node. We simplify our analysis by assuming that thheerasense threshold and the
transmit power are the same for all the nodes, and the hiddde effect is not significant. We
expect that our analysis can be extended to a more generargzewhich will be a subject of

our future work.

Let p; andg; denote, respectively, the probability that nadeansmits in any virtual time slot
and the conditional collision probability of nodehat there is at least one transmission in the
time slot. Then, the conditional collision probabiligy can be expressed as

a(p—i) =1- ] -p)).
J€C;
where C; denotes the set of nodes whose simultaneous transmissibooollide with nodeji,
andp_; = (p1, - ,pi—1,Pis1, - ,pn). Further, the average virtual time slot seen by node

denoted by, is
vi =pi (1= @) Ts + ¢T] + (1 —pi) [(1 = @)oo + aTy)] (2)

whereT,, T., T,, and o denote the durations of a successful transmission, a icollig busy
channel, and the idle slot time, respectively. Note thaiorresponds to the average time duration
of one transmission in consideration of transmission,giol, and idle times.

Now, we can obtain the saturation throughput of neddenoted byy;(p), is defined by the
ratio of the average amount of payload that is successfrdigsmitted to the average virtual

time slot as follows:
_ ps (1 —-qi(p=))
Uz‘(P)

wherep = (p1,--- ,pn) andl is the payload size.
Let hi"(p) and k™" denote the incoming rate of nodend the data rate generated by néde

respectively. Furthers" (p) and hi*!(p) denote the total outgoing rate and the relayed data of
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nodei, respectively. Then, we have

9(p), it h*(p) + hE™" > gi(p);

hin(p) + ™", otherwise,

h"(p) =

Note that the total outgoing raté**) is equal to the summation of the incoming rate of node
i and the data rate generated by nadge., 2i"(p) + h§™"), but cannot exceed the saturation

throughput of node. Whenn!*(p) + h$™ > g;(p), the incoming packets are dropped at node

as follows:
gi(P)h"(p)/ (W™ (p) + h§™), i B (p) + RE™" > g:(p);
) =4 (@)
R (p), otherwise,
and
WMp) =Y Bihs™(p), (5)
JES;

whereS; andg;; denote a set of nodes sending traffic to nodad the fraction oh;"“(p) sending
to nodei, respectively. By (4) and (5), the updating rule for the cteraccess probability; is

expressed as the following iterative algorithm:

pit +1) = pit) — v {H(p(1) — ol (p(1))} (6)

where the step size > 0 and the target traffic forwarding capability< o < 1.

The rationale for introducingy (< 1) in (6) is as follows. Consider the case aof = 1.
Then, oncehi*(p) + h¥" becomes smaller thag(p), 22 (p) = hi*(p) in (4), andp; will be
unchanged in (6) forr = 1 and remain an unnecessarily large value, which makes inodder-
utilized while unnecessarily decreasing the throughputefhbor nodes. This situation results
in degradation of the end-to-end throughput. In faét(p) + h$™ < ¢;(p) corresponds to the

unsaturated condition of nodeHence, we hereafter assume that every node operates tneder t
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saturation condition, i.esi"(p) + h¥™" > ¢;(p) is satisfied, by a proper choice of< 1.2 Now,
(6) becomes

pi(t +1) = pi(t) = 1fi(p(1)), (7)

where f;(p(t)) = g:(p(t)) 2} (p(t))/ (R (p(t)) + hF™) — ol (p(t)).
As the adaptation of the channel access probability is egmnly to the contention of packets

that are being relayed, we assuhj€” = 0 for simplicity of the following convergence analysis.

Theorem 1 The update algorithm in (7) converges to a unique equiliriof p* if

v < v/ [H{1 + (a + 2)Sax} max(Ty, T,)]

and

Ofi

<
Ip;

for Vp and Vi,

)3

ki

—QG@@HUZ@%WW>

Opx, Pt

where Sp.x = max; S; and vy, = ming; v;.

Proof: The proof is omitted here due to the page limit. The inteces¢aders may refer to
[1]. [
As a more specific result that can be applicable in practieederive a sufficient condition on
the convergence of (7) under a chain topology with the onethterference model. We assume

the saturation condition on the source node of the chain.

Corollary 1 Under a chain topology with the one-hop interference modhel the assumption
that |0g;/Opi| > 09:/0p;|, j # i,  p(t) generated by (7) converges to a unique equilibrium of

p* if v <2, /{l(a+ 3) max(T}, T..) }, wherevy,, = ming ; v;.

2In fact, our simulation studies show that a valuecofvhich is slightly smaller than one is sufficient to make evapde
operate under the saturation condition.

3This condition corresponds to the case when the effect afgiinp; on g; is larger than that ip; on g;, which is usually
valid in practice.
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Proof: For a chain topology withV hops, let node, i = 0,1,--- , N denote theth node
from the senderi(= 0 corresponds to the sender itself.) By (6), the attempt grtibaof the
sender,py, will not be changed because there is neither relayed trafficincoming traffic at
the sender. Hence, from the first condition of Theorem 1, thadition can be easily derived
under the one-hop interference model with., = 1. In the meanwhile, it is straightforward to
show that the second condition in Theorem 1 is satisfied utideabove assumption. [ |
Note thatv,,;, is not directly available in advance. However, we can getiatger bound by

using its definition in (2). For example; > p,... 1. wherep,,;, andT, are readily available.

Remark 1 (Effect of o on throughput in chain topology) Under a chain topology, lgp*(«)
denote the equilibrium gb := (py, - - - , pn) Obtained by (7) for a given (0 < a < 1). Then, the
maximum sustainable throughput of each neddenoted byy;(p*(«)), will satisfy g;(p*(«)) =
agi—1(p*(a)), i = 1,--- , N, from (7). For a givena slightly smaller than one, we will have
p*(a) ~ p*(1). Thus, if we lefl’'(«) denote the maximum sustainable end-to-end throughput for
a givena, thenT' (o) = min; g;(p*(a)) = oV go(p*()) ~ o™ go(p*(1)) = T (1), which shows
that the ratio of the end-to-end throughput obtained by ¢7it¢ maximum is approximatety”” .
Consequently, as long as (7) converges, we need to increaserder to increase the end-to-end

throughput .

Remark 2 (CW size vs. attempt probability) To comply with IEEE 802.11 Standards, we pro-
pose in Algorithm 1 a control mechanism for the CW size rathan the attempt probability. As
previous studies have indicated [2], the relationship kestw the contention window sizéV;
and the attempt probability; is given ag; = 2/(CW;+1). Thus, the results in Theorem 1 can be
re-derived forC'W; in a straightforward manner, by usingf /0CW; = (0f /0p;)(dp;/dCW;) =
[—2/(CW; + 1)%|(9f [ Opi).
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V. EXPERIMENTAL RESULTS

To evaluate the performance of our proposed CWA algorithrer akie IEEE 802.11 DCF,
we have implemented the proposed contention window adaptatechanism in the MadWifi
Linux kernel driver (version 0.9.1.2), which enables us teasure the rates of incoming and
outgoing traffic and to adjust the minimum contention windeize periodically. The multihop
wireless paths with 5-node and 6-node are configured withd67alaptops, respectively, on the
fourth floor in our department building. Each node is a Len800 N100 laptop equipped with
a 3COM 802.11a/b/g wireless card (based on Atheros chipBe¢) wireless cards is configured
to operate in IEEE 802.11a mode because the 5 GHz frequemdy/fba IEEE 802.11a is less
used in our building. We observe that each node can exchaagets only with its immediate
neighboring nodes in our configuration. We use ifheaf tool to generate UDP traffic flows and
to measure the end-to-end throughput. The throughput afeel traffic at each relay node is
also measured by thtepdumptool.

Recall that the main purpose of the proposed CWA mechanisto {@event unnecessary
packet losses due to a different forwarding capability ofhegelay node. If the contention
among nodes is not severe in cases that the offered load iddweby a traffic regulating load
control or there exist a small number of TCP flows, the unrergspacket losses would not
be a dominant cause of the end-to-end performance degraddt show the effectiveness of
CWA in a throughput saturation environment, we do not cagrsldhtly offered load cases in
our experiments.

First, we evaluate the performance of IEEE 802.11 DCF widipeet to the minimum window
size CW,;, in 4-hop and 5-hop wireless paths. We vary the value of GWb 16, 32, and 64.
Table | shows the average and standard deviation of theardd throughput. We observe that
the change of C\\;, does not make a significant effect on the end-to-end throutghgrformance

of the multihop paths as discussed in Section Il (Fig. 2)sTimplies that it cannot improve
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the end-to-end throughput performance to assign a same @lCW,;, to all the nodes with
a different forwarding capability on the multihop path.

To the contrary, the adaptive contention mechanism enaalels relay node to independently
adjust CW,;, depending on the forwarding capability, As a result, the-endnd throughput is
increased to 7.46 and 5.31 Mb/s in 4-hop and 5-hop paths,,wdocrespond to about 40 and

112 % performance improvement, respectively.

A. Throughput decrease at relay nodes

To investigate the reason of the throughput decrease thaieha at each relay node, we
measure the rate of traffic being received and transmitteelay nodes with the use of the
tcpdump tool. Fig. 3 shows the rate of incoming traffic at eaelay node in 4-hop and 5-
hop paths. In Figs. 3 and 4, the vertical line indicates the2®%onfidence interval of each
experiment. We observe that under the IEEE 802.11 DCF, tbeivieag rate at the first relay
node is approximately twice and five times higher than thathef other relay nodes in the 4-
hop and 5-hop wireless paths, respectively. This implias tire source node transmits so many
packets excessively at a high rate, and the first relay nodieotdorward them at the same rate
as they are received. The reason is that the source nodeéamtiler number of neighboring
nodes that it should compete with than the the first relay nadd thus, it has more channel
access opportunities. For the proposed contention windtaptation mechanism, the throughput
of relayed traffic is almost constant from the first node to dlestination, because each relay
node adjusts its contention level in order to equate théidridrwarding capabilities among all
the nodes on the path, resulting in the performance impremmf the end-to-end throughput

in multihop wireless paths.
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B. Effect ofa on throughput performance

We investigate the effects af on the end-to-end throughput performance. Recall thad
the target traffic forwarding capability, which each relayde is expected to have in a steady
state. Fig. 4 shows the end-to-end throughput achieved doyithposed algorithm far = 0.8,
0.85, 0.9, and 0.95 in the 4-hop and 5-hop paths. We obseatevtinakes differences of the
converged value of CW,, and a larger value af gives higher end-to-end throughput. However,
the selection ofx does not significantly affect the end-to-end throughputquerance, because
what is more important is a relative magnitude of GWamong nodes rather than its absolute
value. This is in part due to the BEB mechanism in IEEE 802.1JFDNote that we adjust
the minimum window size C\)., rather than directly the window size CW in the contention
mechanism. Under the BEB mechanism, the contention windzewv@®W is initially set to CW,;,,
and is doubled after each transmission collision. Once & math a small CW,;,, experiences

a collision, its contention window size CW could be much éarthan that of other nodes.

C. Variation of CW,;, with respect tox

Fig. 5 shows the variation of C\Y¥, value at each relay node under the contention window
adaptation mechanism in the 4-hop and 5-hop paths. The,;CW initially set to 31. In the
4-hop path, the first relay node experiences the severeflowainterference and reduces its
CW.,.;, value as shown in Fig. 5(a) and (b) in order to have higher blaaccess rate, which
enables it to forward packets at the same rate as they aneadcé&he other relay nodes do not
reduce their CW,,, because the receiving rate of traffic is low enough to be doted without
packet losses. In the 5-hop path, both the first and the sewbay nodes reduce their G\,
value as shown in in Fig. 5(c) and (d). In the 5-hop path, tleose relay node has hidden
terminals (i.e., 4th and 5th), and its transmissions mayntexfered with by those of the hidden

terminals. Another parameter that affects the variatio€¥f,,;, is the target traffic forwarding
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capability . We observe the larger gives the smaller converged value of QWin Fig. 5.

D. Simulation results in a large network

To evaluate the performance of CWA in a larger network, weehalso carried out ns-2
simulation in a random topology where 50 nodes are randoradged in a 1500 x 1500 m
area.* We vary the number of source-destination pairs from one te fiwirs. Fig. 6 shows
the throughput performance for IEEE 802.11 DCF with a fixed GWAnd the proposed CWA
algorithm. The CWA algorithm gives the higher throughputhEEE 802.11 DCF in all the
cases. We observe that as the number of source-destinadios ipcreases, the level of the

throughput improvement becomes more apparent.

VI. CONCLUSION

We have studied the issue of improving the end-to-end thrpugperformance of IEEE 802.11
DCF-operated multihop wireless networks. In particulag,have focused on the use of contention
resolution algorithms, e.g., the BEB mechanism in IEEE 8DDCF. We have proposed a fully
distributed contention window adaptation (CWA) scheme tioring the minimum contention
window size, CW,;,, in order to equate the forwarding capability of every nodeaomultihop
wireless path, with the objective of improving the end-tmtéhroughput of the multihop path.
We have derived a sufficient condition for the convergencthefproposed algorithm. We have
implemented the contention window adaptation mechanisrhioax kernel driver and carried
out an empirical study in a multihop chain topology. The ekpental results have shown that
the proposed scheme significantly outperforms the IEEEI30RCF in terms of the end-to-end

throughput performance.

“We have also performed extensive ns-2 simulations underda wariety of network scenarios, which shows the 20-40%
improvements of the proposed algorithm over the IEEE 80RCE. However, due to the page limit, we do not include all the
simulation results here. The interested readers may reff]t
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Fig. 1. A multihop wireless path consisting of a source naddestination node, and five relay nodes.
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Fig. 2. Receiving traffic rate at each relay node on a 6-hogless path for a fixed, single C\W, and an adaptively selected
CWhin. (The reiving rate at the last node is the end-to-end thrpugbf the multihop wireless path.)
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Fig. 3. Experimental throughput performance for IEEE 8QZDCF and the proposed adaptive contention mechanism (CWA).
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Algorithm 1 Adaptive contention algorithm for each node

Oppxl@m:l}wl\)l—\

PR RPRRRRERRRRR
© NPT REWNRO

. Il InPackets: the number of all the incoming packetsor
. Il DstPackets: the number of outgoing packets whose désting itself.
: PurelnPackets = InPackets - DstPackets

. I/ OutPackets: the number of all the outgoing packetsifor
. Il SrcPackets: the number of incoming packets whose sosritgeif.
. PureOutPackets = OutPackets - SrcPackets

. if PureOutPackets PurelnPacketshen

PureOutPackets- PurelnPackets

s end if
: CWhin < CWhin + 7 - (PureOutPackets & - PurelnPackets)

2 if CWpin > maxg, then

CW in — max

s eseif CWhin < ming, then

CW pin — ming,

:end if

Fig. 4. Experimental throughput performance with respect tin the 4-hop and 5-hop wireless paths.
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TABLE |

END-TO-END THROUGHPUT PERFORMANCE IN}-HOP AND 5-HOP WIRELESS PATH(MBITS/S).

IEEE 802.11 DCF

Topology | Metric CW,.,=16 | CW,,,,=32 | CW,,,=64 CWA
4-ho Avg 5.24 5.36 5.50 7.46
P st 0.60 1.34 140 | 0.76

5-ho Avg 2.73 2.43 2.73 5.31
P Std 0.63 0.09 0.66 0.83
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Fig. 5. Variation of CW,in with respect to time in the 4-hop and 5-hop wireless paths.
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Fig. 6. Simulation result for the aggregate throughputgenfince with respect to the number of flows in a random togolog
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