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Abstract

In multihop wireless networks, packets of a flow originatingfrom a source node are relayed by

intermediate nodes (relay nodes) and travel towards their destination along a multihop wireless path.

Since the traffic forwarding capability of each node varies according to its level of contention, ideally, a

node should not transmit more packets to its relay node than the corresponding relay node can forward.

Instead, each node should yield its channel access opportunity to its neighbor nodes so that all the

nodes can evenly share the channel and have similar forwarding capabilities. In this manner, nodes can

utilize the wireless channel effectively, and further increase the end-to-end throughput of a multihop

path. We propose a fully distributed contention window adaptation (CWA) mechanism, which adjusts

the channel access probability depending on the differencebetween the incoming and outgoing traffic

at each node, in order to equate the traffic forwarding capabilities among all the nodes in the path.

We implement the proposed adaptive contention algorithm onMadwifi Linux kernel driver for Wi-Fi

interface with Atheros chipset and carry out an empirical study in our division building. The experiment

results demonstrate how the proposed mechanism can improveend-to-end throughput performance in

the multihop wireless networks.
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I. INTRODUCTION

Multihop wireless networks have received considerable attention in recent years, primarily

because of their wide civilian use and military applications, and their capability to building

networks without a pre-existing infrastructure. Multihopwireless networks consist of a number

of either stationary or mobile wireless nodes, which serve as relays forwarding traffic from other

nodes (as well as their own traffic) and maintain network wideconnectivity. In other words, in

multihop wireless networks, packets of a flow originating from a source node are relayed by

intermediate nodes (relay nodes) and travel towards the destination along a multihop wireless

path.

One of the critical performance metrics in multihop wireless networks is the network through-

put, which heavily depends on the achievable channel capacity at each individual wireless link

and the level of spatial reuse. Several PHY/MAC attributes in multihop wireless networks can be

used in order to control channel access, reduce interference, and improve network throughput,

among which the transmit power, the carrier sense threshold, and the channel access probability

have been the main research topics.

In this paper, we consider the issue of improving the end-to-end throughput performance of

IEEE 802.11 DCF-operated multihop wireless networks. The basic access method of the IEEE

802.11 DCF is carrier sense multiple access with collision avoidance (CSMA/CA). A node that

intends to transmit first senses the channel and defers its transmission when the channel is sensed

busy. When the channel is sensed to be idle for a specific time interval, calleddistributed inter-

frame space (DIFS), the sender chooses a random back-off timer, which is uniformly distributed

in [0, CW− 1], where CW is the contention window size. CW is initially set to its minimum

value CWmin, and is doubled up to its maximum value CWmax after each transmission collision.

The back-off timer is decreased by one if the channel is sensed idle for one physical time

slot, suspended if the channel is sensed busy. The node transmits its frame when the back-
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off timer reaches zero. Once the data frame is received without errors, the receiver sends an

acknowledgment frame to the sender after a specified interval, called theshort inter-frame space

(SIFS), which is less than DIFS. If an acknowledgment frame is not received, the data frame is

presumed to be lost, and a retransmission is scheduled. Notethat it has been shown in previous

studies, e.g, [2], that the channel access probability is a function of CW, i.e.,2/(CW+ 1) in an

average sense, and thus we can control the channel access probability of each node via tuning

the CW value.

In the context of IEEE 802.11 DCF-operated multihop wireless networks, we devise a con-

tention window adaptation scheme that effectively adjuststhe minimum CW size, CWmin, of

the BEB mechanism in a distributed manner. In particular, weconsider the following two major

issues: (i) how does CWmin affect the end-to-end throughput of a multihop wireless path? (ii)

if it is insufficient for every node on a multihop wireless path to use a common, fixed CWmin

value, how does each node distributively adjust its CWmin value? To address the first issue, we

first motivate via simulation in Section II that the BEB algorithm with a common, fixed value

of CWmin is not sufficient to improve the end-to-end throughput of a multihop path. In order

to resolve this issue and further improve the network throughput, we propose a fully-distributed

contention window adaptation scheme. Specified in a set of iterative updating rules, the proposed

scheme adaptively controls CWmin by considering the level of traffic forwarding ratio. If the

current ratio of incoming packets to outgoing packets is above/below a pre-determined forwarding

capability (which is set to a value between 0 and 1) in a given interval, the CWmin value will be set

to a larger/smaller value in order to decrease/increase thechannel access probability. We provide

a convergence analysis of the proposed algorithm and evaluate its steady-state performance. We

implement the adaptive contention mechanism on Linux kernel driver and carry out an empirical

study in a multihop chain topology. The experimental results show that the proposed algorithm

significantly outperforms IEEE 802.11 DCF in terms of the end-to-end throughput performance.
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The rest of the paper is organized as follows: In Section II, we motivate our proposed work

with an performance evaluation of a multihop wireless path.In Section III, we provide a summary

of related work in the literature. In Section IV, we propose an adaptive contention algorithm

for maximizing end-to-end throughput in multihop wirelessnetworks. The empirical evaluation

of the proposed contention algorithm follows in Section V. Finally, we conclude the paper in

Section VI.

II. M OTIVATION

To investigate how the contention among nodes affects the end-to-end throughput of a multihop

wireless path, we perform a simulation for a chain topology with 7 nodes operating in the IEEE

802.11 DCF mode as shown in Fig. 1, where only the source node sends packets at a rate

of 5 Mb/s to the destination node through intermediate nodes. In Fig. 1, adjacent nodes are

within the transmission range of each other, and the carriersense range is approximately twice

of the transmission range. Nodes within a carrier sense range compete for the same channel and

interfere with one another. In Fig. 1, the source node competes with two nodes (n1 andn2), while

n1 competes with three nodes (source, n2, andn3). Thus, the channel access probability for the

source node will be approximately 1/3 while that forn1 andn2 will be 1/4 and 1/5, respectively.

It is obvious that the traffic forwarding capabilities are not the same for nodes along a multihop

path in the chain topology given in Fig. 1, due to the fact thateach node has a different number

of competing nodes.

One may think that there exists an optimal channel access probability (or equivalently, an

optimal value of CWmin) that gives the maximal throughput of the multihop path. Fig. 2 shows

the throughput performance when CWmin = 16, 32, and 64. Note that each node has a common,

fixed value of CWmin in the first transmission attempt, and then the CW value is adapted in

compliance with the BEB mechanism. Thex-axis in Fig. 2 is the hop-count from the source,

May 7, 2009 DRAFT



5

and thus the throughput at the last node (i.e., hop-count = 6)corresponds to the end-to-end

throughput of the overall path. Several important observations can be made from Fig. 2:

• The throughput at the first hop is high, but rapidly decreasesat the next hop under all the

cases. For example, the throughput is reduced by half for CWmin = 16. This throughput

behavior implies that the first relay node (n1) fails to forward all the packets received from

source to the next node (n2), resulting in dropping a large amount of packets.

• The smallest CWmin does not give the highest end-to-end throughput even thoughit can

achieve the highest throughput at the first hop. If one of the nodes accesses the wireless

medium aggressively, other nodes have a less chance to access the channel. Thus, if the

sender grasps the channel more often than the first relay node(n1), the throughput ofn1

will further degrade. Consequently, the case for CWmin = 16 gives the lowest end-to-end

throughput with the highest throughput of the first hop.

• Starting from the third hop, the throughput of relayed traffic at each node does not decrease

significantly and is approximately the same as the end-to-end throughput because the data

rate is sufficiently reduced at the precedent nodes, and thusthe contention among nodes is

not severe.

Based on the above observations, we conclude that if nodes with a different traffic forwarding

capability contend with each other with the same CWmin value, the node with the largest

forwarding capability may utilize the wireless medium aggressively and eventually causes the

decrease in the end-to-end throughput of the multihop path.Consequently, the BEB mechanism

with fixed parameters does not resolve theintra-flow interferenceproblem (i.e., the interference

among packets of a connection that is routed on the same multihop path). Thus, we need to

differentiate the channel access probability of each node by adjusting the CW size depending

on the traffic forwarding capability.

Fig. 2 also shows the throughput result when the CWmin value of each node is adjusted by
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our proposed algorithm in Section IV. It is noticeable that the throughput achieved under the

CWmin adaptation scheme does not vary with respect to the hop-count. This result implies that

none of the relay nodes forwards excessive packets to its corresponding receiver. In summary,

by differentiating the contention window size at each node,all the other nodes except the source

are able to increase the traffic forwarding capability, which results in a significant increase in

the end-to-end throughput.

As shown in the above example in Fig. 2, in order to improve thethroughput of multihop

wireless networks, we have to consider the following issues: (i) how to estimate the traffic

forwarding capability at each node; (ii) how to differentiate the contention window size depending

on the traffic forwarding capability; and (iii) how to increase the end-to-end throughput by

regulating the throughput of traffic relayed at each hop in a distributed and scalable manner.

We will deal with these issues in detail and propose a fully distributed, adaptive algorithm for

controlling the contention window size in the next section.

III. RELATED WORK

Spatial reuse in wireless networks increases the overall network capacity by allowing con-

current transmissions that are spatially far enough not to interfere with each other. There exist

abundant research results on how to exploit spatial reuse for improving the performance of

wireless networks. We categorize these recent research efforts into the following three topics:

tuning of the back-off parameters, transmit power control,and adjustment of carrier sense

thresholds.

A. Tuning of the Back-off Parameters

In IEEE 802.11 DCF, the back-off parameters such as CWmin and CWmax are fixed, which

is insufficient to guarantee a satisfactory performance under various network scenarios. To

analyze the impact of the back-off parameters on network performance, Bianchi derived a two
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dimensional Markov chain model for the exponential backoffprocess [3]. Using this model,

it was shown that the number of stations and the minimum CW size have significant impacts

on the overall performance of IEEE 802.11 DCF. Bianchi and Tinnirello [4] proposed how

to estimate the number of active stations using an extended Kalman filter in a WLAN. They

showed that tuning of the MAC parameters can effectively improve the network performance

when the number of active stations is properly estimated. Accordingly, extensive studies on

improving network capacity by adapting back-off parameters have been carried out [2], [5], [6].

Cali et al. [2] proposed a distributed algorithm called IEEE 802.11+,which enables each node

to estimate the number of contending nodes at any given time.They also derived an analytical

model which gives a theoretical maximum bound on the networkcapacity, and tried to find

the optimal CW value to achieve the theoretical throughput limit. Kwon et al. [5] proposed a

fast collision recovery (FCR)protocol, which is a contention-based protocol that redistributes

the back-off timer among all competing stations with an objective of reducing the idle back-off

time.

Most existing CW tuning schemes assume a one-hop network topology such as an infras-

tructure WLAN and primarily consider how to adjust the contention window size of each node

to maximize the number of concurrent transmissions withoutincurring severe collisions among

the concurrent transmissions. To the contrary, we considera multi-hop network topology, where

intra-flow interference more significantly affects the end-to-end throughput performance. Our

proposed CW adaptation scheme attempts to reduce unnecessary packet drops due to inter-

flow interference and to improve the end-to-end throughput performance by differentiating the

contention window sizes of relay nodes belonging to a same multi-hop path.
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B. Transmit Power Control

The issue of power control has been extensively studied in the context of topology mainte-

nance, where the objective is to preserve a graph-theoreticnetwork connectivity, to reduce power

consumption, and mitigate MAC-level interference [7]–[11]. Power control for the purpose of

increasing spatial reuse and network capacity has been treated in the PCMA protocol [12], the

PCDC protocol [13], and the POWMAC protocol [14]. In [12], Monkset al.proposed PCMA, in

which the receiver announces its interference margin that it can tolerate on an out-of-band channel

and the transmitter selects its transmit power that does notaffect any ongoing transmissions.

Muqattash and Krunz also proposed PCDC and POWMAC in [13], [14], respectively.

C. Carrier Sense Threshold Adjustment

The carrier sense threshold is also a key parameter for determining the level of spatial reuse.

The impact of the carrier sense threshold on the network capacity has been studied in [15]–[19].

Zhu et al. [17] determined an optimal carrier sense threshold value which maximizes spatial

reuse for several regular topologies. Based on the SINR required to sustain a predetermined

transmission rate, Zhuet al. proposed in [18] a dynamic algorithm that adjusts the carrier sense

threshold in order to set the SINR of each transmission to a given level. Vasanet al. [19]

proposed an algorithm, calledechos, to dynamically adjust the carrier sense threshold in order

to allow more flows to co-exist in 802.11-based hotspot wireless networks. Yang and Vaidya

[15] considered several factors such as MAC overhead, transmission rate, and network density

in selecting optimal carrier sense threshold that maximizes the aggregate throughput.

IV. A CONTENTION CONTROL FOR MULTIHOP NETWORKS

In multihop wireless networks, the achievable throughput is limited by intra- and inter-flow

interference. Specifically, flows that are routed along different paths within the interference range
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compete for the channel bandwidth, resulting in inter-flow interference. On the other hand, intra-

flow interference results from consecutive packets in a single flow because the packets are spread

over the route to their destination and interfere with each other. As each node is exposed to a

different level of interference, it has a different traffic forwarding capability. We define the traffic

forwarding capabilityαi as the ratio of the rate of incoming and outgoing traffic at a node i:

αi = hout
i /hin

i .

If a nodei can forward all the received packets to its neighboring nodewithout packet loss, then

αi is equal to one. On the other hand, if nodei receives a large number of packets but cannot

forward them at the same rate as it receives, thenαi is less than one. If nodei has the smallest

forwarding capabilityαi among the nodes on the multihop path, it may be a bottleneck relay

node of the path. In this case, we have two choices to deal withthis bottleneck problem: (i)

nodei may ask neighboring nodes to reduce the transmit rate because it cannot handle it; (ii) it

may increase the channel access probability in order to relay more packets. In fact, if the node

i increases the channel access probability, the neighbor nodes cannot help reducing the transmit

rate because they are sharing the wireless medium with the node i.

We set the target traffic forwarding capability (denoted byα∗, 0≪ α∗ < 1) which each relay

node is expected to have in a steady state. If the traffic forwarding capability of nodei is less

thanα∗, the rate of traffic that the nodei is relaying is smaller than that at which the node is

supposed to relay. Such a node is granted to increase the channel access probability, attempting

for access the wireless medium more aggressively. As a result, the neighbor nodes will have a

lower possibility of gaining access to the wireless medium.

To differentiate the channel access probability, we propose to adjust the contention window

size with respect to the traffic forwarding capability of each node. Instead of modifying the BEB
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algorithm in IEEE 802.11 DCF, we iteratively update CWmin with the following rule:

CWmin,i ← CWmin,i + γ (hout
i − α∗ · hin

i ), (1)

whereγ is the step size. At each iteration, the increment in CWmin is proportional to the dis-

crepancy between the outgoing rate and the incoming rate scaled by the target traffic forwarding

capabilityα∗. Note that in a steady state,αi becomesα∗. 1

The updated CWmin is applied to the contention of packets that are being relayed at the

node. However, for the contention of packets that are generated by itself, a pre-determined

constant CWmin is used because the forwarding capability of traffic whose source is itself cannot

be determined. For example, when a node is generating a traffic flow and at the same time

is relaying a traffic flow from a neighboring node, it should not use the CWmin obtained by

(1) for the generated traffic flow. Otherwise, it may happen that packets generated by itself is

too aggressively transmitted with a small value of CWmin that is computed by the forwarding

capability of the relayed traffic. In what follows, we will first explain the detailed algorithm,

and then show the convergence analysis of the proposed algorithm.

A. Adaptive Contention Algorithm

We devise a fully distributed contention window adaptation(CWA) algorithm for each node

to independently and adaptively determine the minimum contention window size CWmin. The

proposed adaptation rule in (1) needs neither the status information of neighboring nodes nor

the topology information of the multihop path such as the total number of hops and the hop-

count from the source. Algorithm 1 gives the pseudo-code of the contention window adaptation

scheme. Each node periodically executes the algorithm and update its CWmin at everyT seconds.

1For notational simplicity, hereafter we useα for the target traffic forwarding capacityα∗.
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The updated CWmin affects only new packet relays that start after its update. This means that

this window adaptation scheme does not interfere the ongoing BEB process.

There are several points that are worthy of mentioning. First, in order to measure the rates

of incoming and outgoing traffic, we count the number of packets for the time intervalT . We

have to consider two special cases: (i) when a node receives packets whose destination is itself;

and (ii) when a node transmit packets whose source is itself.Whether or not to consider these

cases may result in a large discrepancy between the amount ofthe incoming and outgoing traffic.

Because these cases do not affect the forwarding capability(and hence the adaptation of CWmin),

we ignore them on lines 3 and 7 in Algorithm 1.

Second, on the lines 9–11 in Algorithm 1, an upper bound is placed on the rate of outgoing

traffic. Even though there is no incoming packets, the packets accumulated in the buffer can be

transmitted. For a short time interval, the outgoing rate could be higher than the incoming rate

depending on the buffer size, and it may lead to a false decision in updating CWmin in (1). This

is the reason that we limit the rate estimate of outgoing traffic up to that of incoming traffic.

Third, if the traffic load is sufficiently low and does not incur any packet loss, CWmin has

the tendency to be large with the use of the adaptation rule in(1). On the other hand, it is

also possible that a node cannot reach the target forwardingcapability even though it eventually

reduces CWmin to 1. Considering these two extreme cases, we have imposed anupper bound

maxth and a lower boundminth on CWmin on lines 15–19 in Algorithm 1.

B. Convergence Analysis of the Proposed Algorithm

Here, we give a convergence analysis of Algorithm 1. In our analysis, we deal with the channel

access probability of each node instead of the CW size, whichwill be further corroborated in

Remark 2. Consider a multihop wireless network consisting of a set ofN nodes, denoted by

N = {1, 2, · · · , N}. Similar to what has been done in [16], we derive the saturation throughput
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of each node. We simplify our analysis by assuming that the carrier sense threshold and the

transmit power are the same for all the nodes, and the hidden node effect is not significant. We

expect that our analysis can be extended to a more general scenario, which will be a subject of

our future work.

Let pi andqi denote, respectively, the probability that nodei transmits in any virtual time slot

and the conditional collision probability of nodei that there is at least one transmission in the

time slot. Then, the conditional collision probabilityqi can be expressed as

qi(p−i) = 1−
∏

j∈Ci

(1− pj),

whereCi denotes the set of nodes whose simultaneous transmission will collide with node i,

and p−i = (p1, · · · , pi−1, pi+1, · · · , pN). Further, the average virtual time slot seen by nodei,

denoted byvi, is

vi =pi [(1− qi)Ts + qiTc] + (1− pi) [(1− qi)σ + qiTb] , (2)

whereTs, Tc, Tb, andσ denote the durations of a successful transmission, a collision, a busy

channel, and the idle slot time, respectively. Note thatvi corresponds to the average time duration

of one transmission in consideration of transmission, collision, and idle times.

Now, we can obtain the saturation throughput of nodei, denoted bygi(p), is defined by the

ratio of the average amount of payload that is successfully transmitted to the average virtual

time slot as follows:

gi(p) =
lpi (1− qi(p−i))

vi(p)
, (3)

wherep = (p1, · · · , pN) and l is the payload size.

Let hin
i (p) andhgen

i denote the incoming rate of nodei and the data rate generated by nodei,

respectively. Further,hout
i (p) andhrel

i (p) denote the total outgoing rate and the relayed data of
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nodei, respectively. Then, we have

hout
i (p) =











gi(p), if hin
i (p) + hgen

i ≥ gi(p);

hin
i (p) + hgen

i , otherwise,

Note that the total outgoing rate (hout
i ) is equal to the summation of the incoming rate of node

i and the data rate generated by nodei (i.e., hin
i (p) + hgen

i ), but cannot exceed the saturation

throughput of nodei. Whenhin
i (p) + hgen

i ≥ gi(p), the incoming packets are dropped at nodei

as follows:

hrel
i (p) =











gi(p)hin
i (p)/(hin

i (p) + hgen
i ), if hin

i (p) + hgen
i ≥ gi(p);

hin
i (p), otherwise,

(4)

and

hin
i (p) =

∑

j∈Si

βjih
out
j (p), (5)

whereSi andβji denote a set of nodes sending traffic to nodei and the fraction ofhout
j (p) sending

to nodei, respectively. By (4) and (5), the updating rule for the channel access probabilitypi is

expressed as the following iterative algorithm:

pi(t + 1) = pi(t)− γ
{

hrel
i (p(t))− αhin

i (p(t))
}

, (6)

where the step sizeγ > 0 and the target traffic forwarding capability0 < α < 1.

The rationale for introducingα (< 1) in (6) is as follows. Consider the case ofα = 1.

Then, oncehin
i (p) + hgen

i becomes smaller thangi(p), hrel
i (p) = hin

i (p) in (4), andpi will be

unchanged in (6) forα = 1 and remain an unnecessarily large value, which makes nodei under-

utilized while unnecessarily decreasing the throughput ofneighbor nodes. This situation results

in degradation of the end-to-end throughput. In fact,hin
i (p) + hgen

i < gi(p) corresponds to the

unsaturated condition of nodei. Hence, we hereafter assume that every node operates under the
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saturation condition, i.e.,hin
i (p) + hgen

i ≥ gi(p) is satisfied, by a proper choice ofα < 1.2 Now,

(6) becomes

pi(t + 1) = pi(t)− γfi(p(t)), (7)

wherefi(p(t)) = gi(p(t))hin
i (p(t))/(hin

i (p(t)) + hgen
i )− αhin

i (p(t)).

As the adaptation of the channel access probability is applied only to the contention of packets

that are being relayed, we assumehgen
i = 0 for simplicity of the following convergence analysis.

Theorem 1 The update algorithm in (7) converges to a unique equilibrium of p∗ if

γ < v2
min/ [l {1 + (α + 2)Smax}max(Tb, Tc)] ,

and
∑

k 6=i

∣

∣

∣

∣

∣

∂

∂pk

(

gi(p(t)) + α
∑

j∈Si

βjigj(p(t))

)
∣

∣

∣

∣

∣

<
∂fi

∂pi

for ∀p and ∀i,

whereSmax = maxi Si and vmin = minp,i vi.

Proof: The proof is omitted here due to the page limit. The interested readers may refer to

[1].

As a more specific result that can be applicable in practice, we derive a sufficient condition on

the convergence of (7) under a chain topology with the one-hop interference model. We assume

the saturation condition on the source node of the chain.

Corollary 1 Under a chain topology with the one-hop interference model and the assumption

that |∂gi/∂pi| ≫ |∂gi/∂pj |, j 6= i, 3 p(t) generated by (7) converges to a unique equilibrium of

p∗ if γ < v2
min/{l(α + 3) max(Tb, Tc)}, wherevmin = minp,i vi.

2In fact, our simulation studies show that a value ofα which is slightly smaller than one is sufficient to make everynode
operate under the saturation condition.

3This condition corresponds to the case when the effect of change inpi on gi is larger than that inpj on gi, which is usually
valid in practice.
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Proof: For a chain topology withN hops, let nodei, i = 0, 1, · · · , N denote theith node

from the sender (i = 0 corresponds to the sender itself.) By (6), the attempt probability of the

sender,p0, will not be changed because there is neither relayed trafficnor incoming traffic at

the sender. Hence, from the first condition of Theorem 1, the condition can be easily derived

under the one-hop interference model withSmax = 1. In the meanwhile, it is straightforward to

show that the second condition in Theorem 1 is satisfied underthe above assumption.

Note thatvmin is not directly available in advance. However, we can get itslower bound by

using its definition in (2). For example,vi > pmin Tc wherepmin andTc are readily available.

Remark 1 (Effect of α on throughput in chain topology) Under a chain topology, letp∗(α)

denote the equilibrium ofp := (p1, · · · , pN) obtained by (7) for a givenα (0 < α < 1). Then, the

maximum sustainable throughput of each nodei, denoted bygi(p
∗(α)), will satisfygi(p

∗(α)) =

αgi−1(p
∗(α)), i = 1, · · · , N , from (7). For a givenα slightly smaller than one, we will have

p∗(α) ≃ p∗(1). Thus, if we letT (α) denote the maximum sustainable end-to-end throughput for

a givenα, thenT (α) = mini gi(p
∗(α)) = αNg0(p

∗(α)) ≃ αNg0(p
∗(1)) = αNT (1), which shows

that the ratio of the end-to-end throughput obtained by (7) to its maximum is approximatelyαN .

Consequently, as long as (7) converges, we need to increaseα in order to increase the end-to-end

throughput .

Remark 2 (CW size vs. attempt probability) To comply with IEEE 802.11 Standards, we pro-

pose in Algorithm 1 a control mechanism for the CW size ratherthan the attempt probability. As

previous studies have indicated [2], the relationship between the contention window sizeCW i

and the attempt probabilitypi is given aspi = 2/(CW i+1). Thus, the results in Theorem 1 can be

re-derived forCW i in a straightforward manner, by using∂f/∂CW i = (∂f/∂pi)(dpi/dCWi) =

[−2/(CWi + 1)2](∂f/∂pi).
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V. EXPERIMENTAL RESULTS

To evaluate the performance of our proposed CWA algorithm over the IEEE 802.11 DCF,

we have implemented the proposed contention window adaptation mechanism in the MadWifi

Linux kernel driver (version 0.9.1.2), which enables us to measure the rates of incoming and

outgoing traffic and to adjust the minimum contention windowsize periodically. The multihop

wireless paths with 5-node and 6-node are configured with 6 and 7 laptops, respectively, on the

fourth floor in our department building. Each node is a Lenovo300 N100 laptop equipped with

a 3COM 802.11a/b/g wireless card (based on Atheros chipset). The wireless cards is configured

to operate in IEEE 802.11a mode because the 5 GHz frequency band for IEEE 802.11a is less

used in our building. We observe that each node can exchange packets only with its immediate

neighboring nodes in our configuration. We use theiperf tool to generate UDP traffic flows and

to measure the end-to-end throughput. The throughput of relayed traffic at each relay node is

also measured by thetcpdumptool.

Recall that the main purpose of the proposed CWA mechanism isto prevent unnecessary

packet losses due to a different forwarding capability of each relay node. If the contention

among nodes is not severe in cases that the offered load is kept low by a traffic regulating load

control or there exist a small number of TCP flows, the unnecessary packet losses would not

be a dominant cause of the end-to-end performance degradation. To show the effectiveness of

CWA in a throughput saturation environment, we do not consider lightly offered load cases in

our experiments.

First, we evaluate the performance of IEEE 802.11 DCF with respect to the minimum window

size CWmin in 4-hop and 5-hop wireless paths. We vary the value of CWmin to 16, 32, and 64.

Table I shows the average and standard deviation of the end-to-end throughput. We observe that

the change of CWmin does not make a significant effect on the end-to-end throughput performance

of the multihop paths as discussed in Section II (Fig. 2). This implies that it cannot improve
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the end-to-end throughput performance to assign a same value of CWmin to all the nodes with

a different forwarding capability on the multihop path.

To the contrary, the adaptive contention mechanism enableseach relay node to independently

adjust CWmin depending on the forwarding capability, As a result, the end-to-end throughput is

increased to 7.46 and 5.31 Mb/s in 4-hop and 5-hop paths, which correspond to about 40 and

112 % performance improvement, respectively.

A. Throughput decrease at relay nodes

To investigate the reason of the throughput decrease that happens at each relay node, we

measure the rate of traffic being received and transmitted atrelay nodes with the use of the

tcpdump tool. Fig. 3 shows the rate of incoming traffic at eachrelay node in 4-hop and 5-

hop paths. In Figs. 3 and 4, the vertical line indicates the 95% confidence interval of each

experiment. We observe that under the IEEE 802.11 DCF, the receiving rate at the first relay

node is approximately twice and five times higher than that ofthe other relay nodes in the 4-

hop and 5-hop wireless paths, respectively. This implies that the source node transmits so many

packets excessively at a high rate, and the first relay node cannot forward them at the same rate

as they are received. The reason is that the source node has the smaller number of neighboring

nodes that it should compete with than the the first relay node, and thus, it has more channel

access opportunities. For the proposed contention window adaptation mechanism, the throughput

of relayed traffic is almost constant from the first node to thedestination, because each relay

node adjusts its contention level in order to equate the traffic forwarding capabilities among all

the nodes on the path, resulting in the performance improvement of the end-to-end throughput

in multihop wireless paths.
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B. Effect ofα on throughput performance

We investigate the effects ofα on the end-to-end throughput performance. Recall thatα is

the target traffic forwarding capability, which each relay node is expected to have in a steady

state. Fig. 4 shows the end-to-end throughput achieved by the proposed algorithm forα = 0.8,

0.85, 0.9, and 0.95 in the 4-hop and 5-hop paths. We observe that α makes differences of the

converged value of CWmin, and a larger value ofα gives higher end-to-end throughput. However,

the selection ofα does not significantly affect the end-to-end throughput performance, because

what is more important is a relative magnitude of CWmin among nodes rather than its absolute

value. This is in part due to the BEB mechanism in IEEE 802.11 DCF. Note that we adjust

the minimum window size CWmin rather than directly the window size CW in the contention

mechanism. Under the BEB mechanism, the contention window size CW is initially set to CWmin

and is doubled after each transmission collision. Once a node with a small CWmin experiences

a collision, its contention window size CW could be much larger than that of other nodes.

C. Variation of CWmin with respect toα

Fig. 5 shows the variation of CWmin value at each relay node under the contention window

adaptation mechanism in the 4-hop and 5-hop paths. The CWmin is initially set to 31. In the

4-hop path, the first relay node experiences the severe intra-flow interference and reduces its

CWmin value as shown in Fig. 5(a) and (b) in order to have higher channel access rate, which

enables it to forward packets at the same rate as they are received. The other relay nodes do not

reduce their CWmin, because the receiving rate of traffic is low enough to be forwarded without

packet losses. In the 5-hop path, both the first and the secondrelay nodes reduce their CWmin

value as shown in in Fig. 5(c) and (d). In the 5-hop path, the second relay node has hidden

terminals (i.e., 4th and 5th), and its transmissions may be interfered with by those of the hidden

terminals. Another parameter that affects the variation ofCWmin is the target traffic forwarding
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capabilityα. We observe the largerα gives the smaller converged value of CWmin in Fig. 5.

D. Simulation results in a large network

To evaluate the performance of CWA in a larger network, we have also carried out ns-2

simulation in a random topology where 50 nodes are randomly placed in a 1500 x 1500 m

area.4 We vary the number of source-destination pairs from one to five pairs. Fig. 6 shows

the throughput performance for IEEE 802.11 DCF with a fixed CWmin and the proposed CWA

algorithm. The CWA algorithm gives the higher throughput than IEEE 802.11 DCF in all the

cases. We observe that as the number of source-destination pairs increases, the level of the

throughput improvement becomes more apparent.

VI. CONCLUSION

We have studied the issue of improving the end-to-end throughput performance of IEEE 802.11

DCF-operated multihop wireless networks. In particular, we have focused on the use of contention

resolution algorithms, e.g., the BEB mechanism in IEEE 802.11 DCF. We have proposed a fully

distributed contention window adaptation (CWA) scheme fortuning the minimum contention

window size, CWmin, in order to equate the forwarding capability of every node on a multihop

wireless path, with the objective of improving the end-to-end throughput of the multihop path.

We have derived a sufficient condition for the convergence ofthe proposed algorithm. We have

implemented the contention window adaptation mechanism onLinux kernel driver and carried

out an empirical study in a multihop chain topology. The experimental results have shown that

the proposed scheme significantly outperforms the IEEE 802.11 DCF in terms of the end-to-end

throughput performance.

4We have also performed extensive ns-2 simulations under a wide variety of network scenarios, which shows the 20–40%
improvements of the proposed algorithm over the IEEE 802.11DCF. However, due to the page limit, we do not include all the
simulation results here. The interested readers may refer to [1].
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Fig. 1. A multihop wireless path consisting of a source node,a destination node, and five relay nodes.
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Fig. 2. Receiving traffic rate at each relay node on a 6-hop wireless path for a fixed, single CWmin and an adaptively selected
CWmin. (The reiving rate at the last node is the end-to-end throughput of the multihop wireless path.)
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(a) 4-hop path.
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(b) 5-hop path.

Fig. 3. Experimental throughput performance for IEEE 802.11 DCF and the proposed adaptive contention mechanism (CWA).
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Algorithm 1 Adaptive contention algorithm for each node
1: // InPackets: the number of all the incoming packets forT

2: // DstPackets: the number of outgoing packets whose destination is itself.
3: PureInPackets = InPackets - DstPackets
4:
5: // OutPackets: the number of all the outgoing packets forT

6: // SrcPackets: the number of incoming packets whose source is itself.
7: PureOutPackets = OutPackets - SrcPackets
8:
9: if PureOutPackets> PureInPacketsthen

10: PureOutPackets← PureInPackets
11: end if
12:
13: CWmin ← CWmin + γ

T
· (PureOutPackets –α · PureInPackets)

14:
15: if CWmin > maxth then
16: CWmin ← maxth

17: else if CWmin < minth then
18: CWmin ← minth

19: end if
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Fig. 4. Experimental throughput performance with respect to α in the 4-hop and 5-hop wireless paths.

TABLE I
END-TO-END THROUGHPUT PERFORMANCE IN4-HOP AND 5-HOP WIRELESS PATH(MBITS/S).

Topology Metric
IEEE 802.11 DCF

CWA
CWmin=16 CWmin=32 CWmin=64

4-hop
Avg 5.24 5.36 5.50 7.46
Std 0.60 1.34 1.40 0.76

5-hop
Avg 2.73 2.43 2.73 5.31
Std 0.63 0.09 0.66 0.83
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(a) 4-hop path (α = 0.80).
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(b) 4-hop path (α = 0.95).
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(c) 5-hop path (α = 0.80).
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(d) 5-hop path (α = 0.95).

Fig. 5. Variation of CWmin with respect to time in the 4-hop and 5-hop wireless paths.
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Fig. 6. Simulation result for the aggregate throughput performance with respect to the number of flows in a random topology.
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