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Abstract

The packet pair technique is a widely used method for esimgahe available bandwidth
of an end-to-end network path. We characterize the stachaature of the packet pair
dispersion caused by bursty cross traffic and its adversetedh available bandwidth es-
timation. In order to overcome this difficulty, we introduaenovel concept of theelative
distance which can be obtained from the relation between input andubgaps of packet
pairs. By exploiting thequasi-invariantcharacteristic of the relative distance, we develop
a feedback-assisted, robust and non-intrusive approacdsfimating the available band-
width. The method entitledTrackperiodically sends two pairs of probe packets of different
sizes and exploits the relative distance for accurate aittm of the available bandwidth.
The amount of the probing traffic is independent of the akégldbandwidth and is ad-
justable by tuning of the probing period, which shows the-mirusive nature obTrack

We give the convergence analysisbdfrackbased on the theory of the stochastic approxi-
mation, which guarantees the robust performandeToackunder bursty cross traffic. We
verify via extensivens-2simulations and empirical experiments (over campus ietsaand
the Internet) thabTracktracks the available bandwidth very well and is not intrasiv
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1 Introduction

To facilitate design and development of efficient resoure@agement protocols, it
will be greatly helpful to better understand the dynamiqmdies and behaviors of
end-to-end paths on the Internet. In order to prevent redtem overloading with
traffic measurement and report tasks, it is desirable fohewsts to infer these prop-
erties on an end-to-end basis. One of the most useful paibuLagts is theavailable
bandwidthalong an end-to-end path. The definition of the availablediédith is
givenin [1] as “the maximum rate that the path can provideftova, without reduc-
ing the rate of the rest of the traffic on the path.” (In cortirtiee bottleneck band-
width on an end-to-end path is defined as the maximum podsanidwidth along
the path, i.e., the minimum link capacity along the path.¢ Knowledge of the
available bandwidth can be exploited in numerous appbaatil]. For example,
in the QOS sensitive Internet services such as peer-tofiesharing applications
and on-demand multimedia streaming applications, a atiantgreatly benefit if it
is connected to a peer/server via a path of sufficient availagndwidth [2—4]. The
performance of overlay networks can also be improved if tregl@ble bandwidth
between nodes can be measured on an end-to-end basis [3].

In general, designing a mechanism to accurately measumtikble bandwidth
on an end-to-end path is a challenging research problemallysan end-to-end
mechanism injects one or more unicast/multigasbe packets, measures/records
the round-trip time (the single-packet technique [5,6]thw time dispersion be-
tween two consecutive packets (the packet-pair technigu23]), and uses the
measured information to infer the network attribute of iag. It is a critical de-
sign criterion how to ensure that the end-to-end measuremethod is accurate
and yet non-intrusive (i.e., it neither introduces a sigaifit amount of probe pack-
ets into the network nor interferes other traffic on the pathe mechanism should
also be robust to dynamic traffic changes.

Many end-host-based mechanisms that use the packet tcdiniqee [1,14—-16]
and the packet-pair technique [11,13] have been propostbe iliterature to mea-
sure the available bandwidth along a path. We will providestaited summary
of existing work in Section 5. In summary, tools using thekatdrain technique
could be intrusive if the number of probe packets used in packet train is large.
Approaches that are based on the packet pair technique st et sending rate
and pattern of probe packets, by varying the time disperdseiween two consec-
utive packets, and hence are less intrusive. However, Hiecavailable bandwidth
is inferred by measuring at the receiver the inter-arrivaktof two probe packets
in each packet pair, if the analytic model that infers thelalsée bandwidth does
not take account of bursty cross traffic, the estimationltesuay not be accurate.

Recently, several researchers have presented stochaalysia of the packet pair
technique from different points of view [17-20]. It was raled from these work



(despite their different points of view) that bursty crosaffic makes available
bandwidth estimation a very challenging task by introdgcsignificant estima-

tion errors. Hence, a natural question arises: Can we stilsé a robust estimation
mechanism for available bandwidth?

This paper deals with an answer to this question, i.e., hosw&ncome busrtiness
of cross traffic in available bandwidth estimation. To thislewe characterize the
stochastic nature of the packet pair technique and its adweffect on available
bandwidth estimation. Since the stochastic charactendtihe packet pair tech-
nique comes from burstiness in cross traffic that is not otlatsle at end hosts, it
becomes a very challenging task to devise a robust methadfonating the avail-
able bandwidth in an end-to-end manner. Here, in order tocowee burstiness in
cross traffic, we introduce a novel concept of thlative distancewhich is a metric

robust to burstiness in cross traffic.

Based on the concept of the relative distance, we propossdhdek-assisted end-
to-end mechanism, calldddrack to track the available bandwidth on a pdifirack
has the following crucial properties: @Irack is robust. bTrackxploits the quasi-
invariant characteristic of the relative distance and egagntly, is very robust to
bursty cross traffic. (iipTrack is non-intrusive. bTradk non-intrusive in the sense
that the bandwidth consumed by the probing traffic is comalalg small, inde-
pendent of the value of the available bandwidth, and can hestadl by varying
the probing period and the probe packet sizes.[filijack is efficientUnlike most
previous mechanisms that only use the information on thkgiatispersion to es-
timate the available bandwidthTrackfurther utilizes the information on the probe
packet size to fully exploit all the information availableiin the packet-pair rela-
tion.

The feedback-assisted mechanisnb®fack corresponds to a stochastic approxi-
mation algorithm and we give the convergence analysisladickbased on the the-
ory of the stochastic approximation [21,22]. Our convergeanalysis guarantees
robust performance dfTrackunder bursty cross traffic. Through extensige?2
simulations and empirical studies on campus intranets lamdnternet, we show
that bTracktracks the available bandwidth very well with small errdes$ than
8% of the value to be tracked), and is non-intrusive (i.ee,dandwidth consumed
by the probing traffic is extremely low).

The rest of the paper is organized as follows. In Section 2preeide background
material that pertains to the problem addressed in the playfgection 3, we present
the concept of the relative distance and the correspondidg@end mechanism
for measuring the available bandwidth. Also, the convergaamalysis of the pro-
posed mechanism is presented based on the stochastic mpgtiorn. Following
that, we present in Section 4 batk-2simulation results and empirical results. In
Section 5, we provide a detailed summary of the various pgaudie models and
measuring methods in the literature. Finally, we conclud®ection 6 with a list of



future work.

2 Preiminary

In this section, we introduce the fluid packet pair model [(@lled the single-
hop gap model (SHG) in [15]), which describes the relatiotwken the inter-
departure time and the inter-arrival time of a packet paa Bingle link based on
the assumption of fluid cross traffic with a constant rate eiee point out that the
fluid packet pair model is not so efficient to estimate thelabée bandwidth under
bursty cross traffic. This observation serves as the sggptmt for developing our
algorithm. It will also facilitate our discussion on reldt@ork in Section 5.

In most of the packet pair approaches, the sender sendsgfdiosick-to-back)
probe packets with smaliter-departurgimes, and the receiver measuresititer-
arrival time of each packet pair. Then the available bandwidth ieriefl by us-
ing the analytical model that characterizes the relatidwéen the inter-departure
times of probe packets at the sender and their inter-atiak at the receiver. Here
the inter-departure time of a packet pair is defined as tleevat between the times
when the the first packet leaves from the sender and when ¢heettond packet
leaves. Similarly, the inter-arrival time of a packet pairdiefined as the interval
between the times when the first packet arrives at the recaibwhen the second
packet arrives. We denote, respectively, the inter-dapatime and the (measured)
inter-arrival time of a packet pair as;,, andA,;.

Consider a single link with capacity. The sender transmits a pair of probe pack-
ets to the receiver through this link. The size of each pradiket isL,. Let the
stochastic procesgt) denote the amount of traffic (if any) queued when the first
probe packet arrives at the queue. We have(0 whereg := E[¢(¢)] since the cross
traffic is modeled as a fluid flow with a constant rate-of et 7" denote the interval
between the time when the last bit of the first probe packétesrat a link and
that when the last bit of the second probe packet departdintkatAs depicted in
Fig. 1, two sub-cases are considered depending on whethinkthis fully utilized

or not. In the case that the link is fully utilized during tmearval7” (Fig. 1 (a)), we
haveA,,; = (rA;, + L,)/C. On the other hand, the server may become idle in the
interval T if A;,, is sufficiently large (Fig. 1 (b)). We define the characterigalue

A* as the minimum value of\;, that makes the server idle in the interZal As
depicted in Fig. 1, the characteristic valiy¢ can be calculated as

A*: p
C(1—u)’

whereu = r/C. If the inter-departure timé\,, is larger thanA*, the queue is
under-utilized, and as depicted in Fig. 1 (),is equal to bott\;, + L,/C and
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Fig. 1. Behavior of a packet pair in a single link with fluid ssaraffic [20].

Aot + L,/C, and hencé\,,; = A,,. The inter-arrival time\,,; can be written as

A + 22 A, < A
Aout — B © (l)

JAV otherwise.

In (1), A, IS a piecewise increasing linear function &f,, with two different
slopesu and 1, and the slope change occurdagt = A*. Note thatA* is inversely
proportional to the available bandwid@(1 — «). Actually, most of the existing
estimation algorithms for available bandwidth exploit tferacteristic value\*
and estimate the available bandwidth by using (1).

Now, we validate the deterministic model (1) wia-2 simulations. We perform
simulations for a single-hop topology composed of two di@prouters that are
connected by a link with the capacity tifib/s and the propagation delay Gfms.

In the simulation, the cross traffic consistsiéfPoisson sources, and each source
generates packets at the rate3@fKb/s with the packet size of = 100 bytes.
Figure 2 shows the relation betweBM,,;| versusA;, whereA,,; := Ay, — Agus-
The sizes of probe packets a@i#), 1000, and1500 bytes, respectively. Note that we
introduceA,,; to highlight the change afE[A,.;]/0A;, around the characteristic
value A* (: L,/C(1 —w)). InFig. 2, each data point is an average valug(sf
trials and the solid lines are obtained from the determimmbdel (1).

Figure 2 shows that the simulation data asymptotically eayes to the analytical
values. However, the model error becomes significant whgns aroundA*, i.e.,
OE[A,ut]/0A;, changes smoothly aroumns,, = A* in the simulation results while
it changes abruptly ah;, = A* with the deterministic model. This indicates that,
under bursty cross traffic),,; is no more a deterministic value obtained from (1),
but a stochastic value determined from statistical charestics of cross traffic.
Further,(A;,, E[A,.]) curve deviates from the deterministic relation of (1), espe
cially around4;, = A* (actually, the region around,, = A* was termed as the
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Fig. 2. Deterministic model vs. simulation result underd8on cross traffic.

biased probing region in [17].) Consequently, as burssimesross traffic becomes
more severe, the estimation error of available bandwidgetdanA* becomes
more significant, even in an average sense, because of tneretine deterministic
model of (1). Thus, in order to efficiently estimate the aafalié bandwidth under
bursty cross traffic, it is not sufficient to exploit the chasistic value based on
(1). A metric for the available bandwidth, which is more rebto randomness in
cross traffic, is needed.

3 Feedback-assisted Robust Estimation

In this section, we propose a feedback-assisted robustanesh, calledoTrack
for estimating the available bandwidth. Here, we give raymr analysis obTrack
under a multi-hop path with a single tight link. Even thougfrackis expected
to work fairly well under any cases in practice, rigorouslgsia on the general
multi-hop case will be our future work.

Ideally the available bandwidth on an end-to-end path camé&sured by search-
ing for the characteristic value. However, because of theda probing region (ex-
plained in Section 2) that exists in the vicinity of the claegistic value, methods
devised by searching for the characteristic value may beliabie.

Instead of the characteristic value, we propose a novelegraf therelative dis-
tance which is the difference between the characteristic vahfesvo pairs of
probe packets ddifferentpacket sizes. A detailed explanation on the relative dis-
tance will be given in subsequent subsectidnEacktracks the available band-
width by exploiting the relative distance. The feedback In@@tsm ofbTrackworks

as follows. The time axis is divided into intervals and inleaderval, the sender
transmits two pairs of probe packets to the receiver, wighititer-departure times
determined based on the results from the previous inteAftdr measuring the
inter-arrival times of the two pairs of probe packets, theeneer estimates the avail-
able bandwidth on the end-to-end path, and advises theseifttie inter-departure



time to be used in the next interval.

3.1 Characterization of packet-pair dispersion relatiamer bursty cross traffic

In the packet-pair technique for available bandwidth estiom, we observeé\,,,
with the knowledge ofA\;, and L, and try to find out the available bandwidth.
The difficulty of bandwidth estimation with the packet-pgchnique lies in the
randomness of\_,;, which comes from the burstiness of cross traffic. Here, we
characterized,,;, or equivalentlyA,.; (A;, — A,.:) in terms of all the related
parameters.

For a giventime instartt A, (¢) can be characterized hy;, (t), L,, £(t, w), andC,
where¢(t,w) is a sequence of independent random variables, which eprése
random effect of bursty cross traffic, defined on some prdibabpace(S2, F, P),
andC = (C,l € L(P)), whereC; is the link capacity of link andL(P) is a set of
links that constitute the interested p&hHence, the functional relation of, ()
can be denoted as follows.

Aout(t) = F(Ap(t), Ly; E(t,w),C). (2)

Among the arguments of the functidnin (2), sinceC' is fixed for a given pattP,
&(t,w) is the only random variable, which comes from bursty crosf§itrand can-
not be controlled in an end-to-end mannky, and_L, are the control knobs, which
can be adjusted to obtain information on the available badtithwTherefore, for
givenC, the functionF’ in (2) can be further divided into two parts, i.e., a deter-
ministic part that is responsible for the expected valud gf(¢) and a stochastic
part for the random perturbation by bursty cross traffic #svis:

F(Ain(t)7Lp§ f(t,u)),C) = E[F(Ain(t)7Lp§ 5(t,w),C)]+G(t, Ain(t)7Lp7§(taW>)7

3)
whereG(t, z,y,£(t,w)) has a finite variance witlE[G(t, z,y,£(t,w))] = 0 for
anyx, y andt andG(t, z,y, z) is an unknown function of, z, y, andz. If we let
E[F (A (t), Ly; £(t,w),C)] = R(Aun(t), L,) for givenC, (2) and (3) gives the
following relation:

Aput(t) = R(Ai (1), L,) +G(t,Aup(t), Ly, E(t,w)) . 4)

Deterministic part Stochastic part

The deterministic pariR(A;,(t), L,) in (4) has been extensively studied in recent
studies [17-20]. Here, we introduce several charactesistf R(A;,(t), L,) that
will be exploited to devise a robust estimation algorithm.



First, R(A;,(t), L,) is an increasing function ak;,,(¢) € [0, oc]. Hence,

aR(Am(t)» Lp)
A1) >0, Ay(t) €0, 00]. (5)

Second R(A;,(t), L,) is upper bounded by the deterministic relation in (1), i.e.,

where
(1= u) A (t) — 22, Ay (t) < A%

0, otherwise.

U(Ain(t), Ly) = {

Third, the difference betwedni(A,,(t), L,) — R(Ai,.(t), L,) =: d(A;,(t), L,) isa
uni-modal function with maximum a\;,, (¢) = A*, increasing function of\;,, ()
whenA;, (t) < A*, and decreasing wheh,,(t) > A*, i.e.,

> 0, Am(t) < A*;
=0, Au(t) = A"
< 0, Azn(t) > A*.

0d(Ain(t), Ly)
RINN0)

Finally, there is no difference betwe&i{A;,(t), L,) andR(A,(t), L,) whenA,,(t) <
L,/C and the difference goes to zeroAs,(t) — oo, i.e.,

d(Ai(t), L,) = 0, whenA,(t) < L,/C, 7)
d(Ai(t), L) — 0, asAy(t) — oo. (8)

It should be noted thak(A,;,(t), L,) depends on the statistical properties of cross
traffic, even though not denoted explicitly, and cannot taioled in an exact closed
form unless the statistical properties of cross traffic lyfknown a priori (which

is practically impossible).

In order to obtain reliable information on the available thardth from the rela-

tion in (4), we should address the following two issues: (@wHcan we define a
robust metric of the available bandwidth, which can be exgpdibto estimate the
available bandwidth? Note that the characteristic valdewas exploited in the
deterministic framework. (ii) If we can define a robust metthen how can we
devise a robust online algorithm to estimate the metric itesyf the measurement
error G(t, Ay, (t), Ly, £(t,w))? Subsequent subsections provide solutions to these
two issues.



Fig. 3. Concept of the relative distance.

3.2 Concept of relative distance

We can observe from (4) that,,,(¢) is a function of two control variable&;,
andL, with an additive noise by bursty cross traffic. This investign gives a new
viewpoint on available bandwidth estimation, i.e., notahke relationship between
A (t) andA;,, but also the relationship betwedn,,(¢) and L, can be exploited
to obtain an efficient available bandwidth measurementralgo. Note that most
of the recent tools for the available bandwidth estimatiail @ttention only to the
relationship between,,(t) andA;, (t). Here, the concept of threlative distance
is introduced based on the relation betweer(t) and L,. The relative distance
provides us a robust metric of the available bandwidth.

Let the s-th link denote the one with the minimum available bandwialitng the
pathP. Think of two curvesR(A,;,(t), L,) and R(A,,(t), Lz) for probe packet
sizesL, andLg, respectively. Two graphs can be drawn as in Fig. 3. For angive
consider an implicit functiom\;,,(t) = Hs(L,) such thatR(Hs(L,), L,) = —9.
Then, therelative distanceD is defined, as in Fig. 3, as the distance between the
two curves in the x-axis direction as follows:

Lo 9N, Lo OHs(L,)
L = o)
Ly 0L, aLy /LB oL,

dL,.

Since it was given in (7) that there exists no error betwgea,, (t), L,) and the
deterministic relation, the relative distanéebecomes constant wheh;, (t) <
L,/C,. Consequently, a condition ahcan be derived, which makes the relative
distance invariant to bursty cross traffic. Note that, = —usL,/Cs whenA,;,, =
L,/Cs. Hence, under the assumption of a single tight link, theofeihg rule for
setting the parametércan be derived to make the relative distance a constant:value

_ |Lo — Lg| 5> umax(La,Lg)‘

D= 1Za 261
Co(1 —uy)’ - C,

9)

Hereafter, as long as there is no concern for ambiguity, wi thie subscript for
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Fig. 4. Relative distance and the corresponding estimadeaifable bandwidth under Pois-
son cross traffic.

notational simplicity.

As an illustrative example, we perform a simple simulatioth?oisson cross traf-
fic and see how the relative distance behaves. The relatstantie with Poisson
cross traffic ofL, = 1500 B, Lg = 500 B, L = 50 B, v = 0.5, andC' = 1 Mbps

is shown in Fig. 4 (a). The estimate of the available bandwitlt= |L, — Lg|/D

is also given in Fig. 4 (b). From Fig. 4, we can validate thatrlative distance is
constant fory > 0.5 x 1500 x 8/10% = 6 ms. Note that can be set to a smaller
value than this in practicel (ns for example) because (9) is a sufficient condition.

From (9), one might think that the value &€an be set to make the relative distance
robust to the burstiness of cross traffic. However, (9) isswmuch efficient in
practice because information arandC' is not available to the end hosts. We will
propose an alternative rule for settingind will give the convergence analysis of
the proposed mechanism in the next section.

3.3 Feedback-assisted robust mechanism: bTrack

ulLyp

As already mentioned in (9), with > —=%, a constant value of the relative dis-
tance D can be estimated by searching the valde,, of A;,(¢) that satisfies

AN (t) — Apue(t) + 0 = 0 for two pairs of probe packets of different sizes, re-
spectively. Figure 5 gives the block diagram of the propasedsurement mech-
anism. In every interval of), seconds, the sender transmits two pairs of probe
packets with inter-departure times, () and A’ (t) and packet sizes,, and Ls

(Lo > Lg), respectively. The receiver measures the inter-arriveds A% , (¢) and

out

AP (1), of the two packet pairs, and calculates the inter-depationes A%, (147,

10



transmat measure

{A% (1), AL (6)} {A%,(8), AL, (1)}

A

request {A% (t +T)), Afn(t +T,)}

n

Fig. 5. The measurement mechanism with a simple feedbagk loo
andA? (t 4+ T,), to be used in the next probing period as follows:
Ac(t) = Ag(t) — Apue(t) + 0,
Ain(t +Tp) = Ain(t) = () Ac(t), (10)
where~(¢) is a positive updating gain at tinteIntuitively speaking, ifA.(¢) < 0,
A, (t + T,) increases; otherwiséy,, (t + 7},) decreases. Hencé,;,,(t) converges

to a valueA, that satisfies\.(¢) = 0 in a steady state. A detailed pseudo-code for
bTrackis given in Algorithm 1 and 2.

Now, we give a rigorous convergence analysis of the feedalgdkithm (10) based
on the theory of the stochastic approximation [21,22]. tleasuremend () at
each instant deviates from its expected value as given jafd) this random noise
from bursty cross traffic should be carefully consideredhandonvergence analysis
of the proposed algorithm.

SinceA,, (t) — Ay (t) = Apue(t), (4) and (10) gives
At +T,) = Aun(t) = =(t) [(R(Am(t)» L) +8) + Gt Ain(t), Ly, (1, 0))| -
(12)

Instead of (9), which is not practical because of no inforaradonC' andu, we set
0 by usingd = kA, (t) wherex is a control parameter(> 0.) Then, (11) gives

Bin(t+Ty) = Dinlt) = = 10| (R(Aia(0), L)
+EAR) + Gt Aw(t), Ly, £(tw)) [ (12)
Now, we have the following theorem:

Theorem 1 The feedback mechanism (12) converges to a unique soldgaofed
by A/, , for a sequence of(t) such thaty"°, v(t) = oo, 352, 72(t) < oo . Fur-

thermore Al,, = —L— (%) if & > u.

1—u+k

PROOF. We make use of Theorem 1.11in [22]. LBtA;,,(t)) := —R(Au.(t), L,)—
kA, (t). First, we need to show th&t(A;,(¢)) = 0 has a unique solution ak/, .

11



Algorithm 1 bTrack:Sender
1: //initialize

20 A2 (t) «— A% (0)

30 AP (1) — AP (0)

4: loop

5: /I send the packet pair with the inter-departure titxfe(¢)
6: t; < now

7. transmits the first packet with siZg,

8. repeat

9: tg < NOW

10:  until (t2 —t1) > AL (1)
11. transmit the second packet with sizg
12:  sleep forl},/2

14: /] send the packet pair with the inter-departure tmf;—;(t)
15  t1 <« now

16: transmit the first packet with sizZe;

17:  repeat

18: to < NOwW

19:  until (tg —t1) > AY (1)

20:  transmit the second packet with sizg

21:  sleep fofT}, /2

23:  // compute the available bandwidth

24: D(t) = Ag,(1) — A7 (1)

25:  A(t) = H52

26:

27: [l wait for feedback from receiver and update the inegpadture time
30: end loop

We haveP(0) = % > 0 and, sinceRk(oo, L,) = 0 from (8), P(c0) = —o0. Also,
P(A;,(t)) is a decreasing function ak;,(¢) from (5). ConsequentlyP(A;, (1))
has a unique solution, which is denotedsy .

Now, in order to show the convergence of (12), it is sufficieotn Theorem 1.1 in
[22] to show that the following two conditions are satisfied:

sup  P(An(1)(An(t) — A,) < 0, foranye, (C1)

e<|Am—A;n\<1/e

and
P?(Ap, (1)) < K(1+ A2 (t)), for some constank'. (C2)

First, we show that@1) is satisfied. From the fact thdt(A;,(¢)) is decreasing

12



Algorithm 2 bTrack:Receiver
1. loop

2: [/ wait for the packet pair with the inter-departure tichg, (¢)
3:  receive the first packet with size,

4. t1 < now

5:  receive the second packet with sizg

6. ty < now

70 AGL(t) — (t2 — 1)

8:

9: /I wait for the packet pair with the inter-departure timén(t)
10:  receive the first packet with siZg;
11: ¢1 < now
12:  receive the second packet with size
13:  ty < now
140 AL (#) — (t2—t)
15:
16: // compute the next inter-departure times and feed lmskrider
17 A (E+Ty) — A% (1) — V(AL (1) — A%, () +0)
18: A (t+T,) — A (E) = 7(AD,(£) = AL, (1) + )
19:  feed back\? (¢ + T,) andA? (t + T,)
20: end loop

with A;,(t), together with the fact that(A!,,) = 0, we have

sup  P(Ain(0)(Ain(t) — A;,) = max [ — eP(A], —€),eP(A;, + )] <0.

e<|Ain—A" |<1/e

mn

(13)

Now, show that C2) is satisfied. Sincé”(A;,(t)) = —R(Au(t), Ly) — ki (t)
and— < R(A,,(1),L,) < 0, we have

kA (1) < P(A(8) < —kAm(t) + % for Au(t) € [0,00].  (14)

(14) gives

P?(Aj, () < max [(%) JREAZ ()] < K(1+ AZ(1), (15)

2 . ..
where K = max [(%) ,/42]. Here,~(t) is a sequence of positive numbers such

that

iy(t) = 00, if(t) < 00. (16)

t=0 n=0

Note that the condition (16) can be further weakened; forgta, in some cases
it is sufficient thaty -2, 7" (t) < oo for somen > 0, instead ofy"°, 12(t) < cc.
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Further results can be found in [21,22]. From Theorem 1.2#j yith (13), (15),
and (16), the proces&4°(n), defined by (12) with\;,(0) = A, converges with
probability 1 ast — oo to the rootA! of P(A;.(t)) =0, i.e.,

Probf lim AR () = ALV =1. (17)

Hence, from (17), the feedback algorithm (12) is guaranteednverge to a unique
solution A,,. Finally, from (7), we haveR(A;,(t),L,) = (1 — u)A,(t) — =
if A, () < L. SinceA;n is the solution of P(Ay,(t)) = —R(Au(t),L,) —

/{Am()—OA’: p)if/-zzu.

1— u+n(

Since the estimate dP, denoted byD, is given byD = A, — Aj, we have the
following result from Theorem 1:

Corollary 1 If 6§ = xA? (¢) is used for bothA2 () and A? (¢) and  satisfies
(1—cu)k > cu(l1—u) wherec := ﬁ—; the feedback algorithm (12) makas, (¢) and

A? (t) converge ta\!, = — [c + “gc__ul)} (%) and Aj = e (%) respec-
tively. Furthermore the estimate of the relative distanoe becomes a constant
value of57=5 Lo ﬁ , of which the denominatar’(1 — ) corresponds to the available

bandW|dth

PROOF. From Theorem 1A? (t) converges ta\, = — (%‘*) if Kk > wu. (Itis

1—u+k
straightforward to show that — cu)x > cu(1 —w) impliesx > w.) Also, from (1),
we have(l —u)A’ La — —§ford > uLa By usingd = kA = = (Lﬁ) we

—u+K
getA! = qu [c + ”(10 ul)]( ) for such that 1 — cu)rx > cu(l — u). Finally,

we haveD = A, - A= L?I__Lj).

As we have already mentioned in the previous subsectionlanghown in Fig. 4,

D converges tq@‘(‘— quite quickly as increases, and just a reasonable value of
o will be enough to estimate the available bandwidth in pcactWe will verify

the performance obTrackvia extensive simulation and empirical results in the
subsequent section.

To convey to the sender the calculated valueAgf(t + 7},) to be used in the next
probing period, the receiver sends a control packet thaaewA¢ (¢ + 7,,) and

A? (t + T,). The sender will then transmit two pairs of probe packets whie
suggested inter-departure times in the next probing pehNade that one should
set7, > RTT so that the information can be relayed back to the senderéy th
next probing period. The bandwidth consumed by the probiafii¢ is B, =
2(L, + Lg)/T,, which is independent of the amount of the available bantiwid
and can be kept low by selecting proper values.9f Lg, and7,. We will do an
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in-depth study on the effects of these parameters on thewbdtidoverhead in
Section 4.

3.4 Robustness of bTrack

The use ofbTrackto determine the relative distanée and to infer the available
bandwidth has the following critical advantages: The retatlistanceD can be
estimated quite accurately without the knowledge of charestic value, which is
very difficult to estimate due to randomness in cross tradfici hence the available
bandwidth can be accurately estimated based on the retisitance. Another de-
sirable property obTrackis that it consists of a feedback loop, which can average
out the effect of the measurement error. Thus, as long asrtieeaverage of the
measurement error is negligibl@Trackwill work properly. Only when there exists

a bias in the measurement (e.g., the measurement valueagsalarger than the
true value by some fixed amount)Trackmay not work very well.

4 Performance Evaluation
4.1 Simulation Results

To validate the design diTrackand to evaluate its performance, we have imple-
mented it inns-2and conducted a simulation study in networks of various lwpo
gies. The parameters bfrackused in the simulation study are listed in Table 1, un-
less otherwise specified. The initial inter-departure sraee set ta\?,(0) = 3 ms
andA? (0) = 1.5 ms. Given the parameters in Table 1, we h&ye= 48 Kb/s. In
particular, the reference biasis set to 10% ofA¢, in order to keep) a reason-
able value. Our extensive simulation and empirical resudtgfy that this value of

0 is large enough to keep track of the available bandwidth. \lleadgo study the
effects of varyingL,, 7,,, andy on the performance of the proposed mechanism.

4.1.1 Results under the two link network topology

The two-link network topology is depicted in Fig. 6. The netwis composed of
three drop-tail routers connected via two links. The linkaety and the propaga-
tion delay of each link are labeled in the figure. The link betw each host and a
router has a capacity of 10 Mb/s and a propagation delay dfiaxamthe uniform
distribution of[10, 20] milliseconds. The buffer size of each of the drop-tail rosite
is set to 100 Kbytes. Each host is equipped with a Pareto sdiat sends packets
at a rate of 32 Kb/second. The total, aggregated traffic ig-lamge dependent with
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Table 1
Parameters used in the simulation study.

symbol | description value

Lg first probe packet size | 1000 bytes
Lg second probe packet size L, /2

T, probing period 0.5 seconds
updating gain 1% of A;,
) reference bias 10% of A;,

Sources. (0 . Receive

3Mb/s 2Mb/s

@ 15ms 15ms @
| |
Link 1 Link 2

°
.
4]
4
n
°
.

& sne

Fig. 6. The two link network topology used in Section 4.1.1.

the Hurst parametdd = 0.75. The distribution of the packet size is the same as that
used in [1]: about 40% of the packets are of 40 bytes, 50% ofth%€s, and the
rests of 1500 bytes.

To simulate the situation in which the cross traffic at linkntreases while that at
link 2 is kept steady, we establish 3 connections of tygdéotally with the sending
rate of 96 Kb/s) and 10 connections of typgtotally with the sending rate of 320
Kb/s), but vary the number of connections of ty@ge

Figure 7 (a) shows that the available bandwidth at link 1 eleses from 2.6 Mb/s
att = 150 seconds to 0.5 Mb/s at= 500 seconds. At = 300 seconds, the link
with the minimum available bandwidth changes from link 2imn& [L. The proposed
mechanism keeps track of the end-to-end available bankdwaatturately except for
t < 50 seconds, which correspond to 100 probing intervals. Theelsncy when
t < 50 seconds is due to the fact thaf andA?, are in the transient state (which
is evidenced in Fig. 7 (b)). The duration of this transieatestcan be reduced by
using either a smaller probing intervg] or a larger updating gaim.

Figure 8 depicts the effect of the probe packet gizeon the measurement perfor-
mance. The bandwidtl®,, incurred in the measurement is linearly proportional to
L. HencefL, is large, the probing traffic may affect the measuremenagigely,
and result in a significant decrease in the available barttiwi@h the other hand, if
L., is small, the convergent value 6f may be small, and its accuracy is susceptible
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Fig. 7. Actual and measured available bandwidth under thelimk network topology
(L,=1000 bytes];,=0.5 secondp,=48 Kb/s,7=1% of A;,,).
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available bandwidth (Mb/s)

available bandwidth (Mb/s)

05
0 160 260 360 460 560 660 700 0 0 160 260 360 460 500 660 700
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(a) L,=500 bytes 3,=24 Kbl/s) (b) L,=1500 bytes 3,=72 Kb/s)

Fig. 8. Effects of probing packet siZze, on measurement accuracy.

3

available bandwidth (Mb/s)

available bandwidth (Mb/s)

0 100 200 300 400 5 600 700 0 100 200 300 400 500 600 700
time (s) time (s)

(a) 7,,=0.25 second,=96 Kb/s) (b) 7,,=0.75 second§,=32 Kb/s)

Fig. 9. Effects of probing interval},, on measurement accuracy.

to jitters or perturbations in the delay. This is evidencgdhe observation that the
end-to-end bandwidth measured in Fig. 8 (a) converges mondysthan that in
Fig. 8 (b).

Figure 9 gives the effect of the probing perifgon the measurement performance.
The bandwidthj,, incurred in the measurement is inversely proportiondl,taAs
shown in Fig. 9, if7}, is set to be 0.25 second, the available bandwidth is rapidly
tracked (Fig. 9), but a bandwidth of 96 Kb/s is consumed ferrtteasurement. On
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(@) v=0.5% of A, (b) v=1.5% ofA;,
Fig. 10. Effects of updating gain on measurement accuracy.

the other hand, if}, is set to be 0.75 second, the measurement slowly approaches
the actual value with a larger time lag (Fig. 9 (b)). Rougldgaking, the measure-
ment time ofoTrackis proportional to the probing peridd,. Thus, the smaller,,,

the smaller the measurement time. In the meantime, thergasleoff between the
measurement time and the intrusiveness: The probing pgjiadd the bandwidth
consumed by Track B, are inversely proportional, which can be verified in Figs. 8
and 9. Also, from the simulation results, about less théhiterations & 1007),)

is sufficient to estimate the available bandwidth.

Figure 10 depicts the effect of the updating gairon the measurement perfor-
mance. Recall that the default value fors 1% of A,,, in Table 1. Ifv is set to be
smaller than the default value£1% of A;,), it takes a relative long time fak,,, (¢)

to converge from the initial values @f;,(0). On the other hand, if is to be 1.5%
of A;,, the measured value of the available bandwidth convergeklguNote that

~ corresponds to the increase/decrease amount of the iepartdre times\;, in
every probing interval. Through our simulation runs, werfduhat the proposed
mechanism keeps track of the end-to-end available bandwoedustly in the range
of v = 0.1 ~ 5% of A,,,.

4.1.2 Results under the dumbbell network topology

The dumbbell network topology is depicted in Fig. 11. Thenwek is composed
of six drop-tail routers interconnected in the fashion show Fig. 11. The link
capacity and the propagation delay of each link are labeldta figure. 10 con-
nections of typed, 10 connections of typ#, and N connections of typ&' are
established, wher& varies from 0 to 100. Each source sends packets at a rate of
32 Kb/s. Probe packets are injected by a sender (labeleceasie®’ in Fig. 11) and
traverse the patl®, — R, — R5; — Rg before they arrive at the receiver (labeled
as “Receiver” in Fig. 11). The link with the minimum capacdy the path is the
link betweenR, and R, (with a capacity of 4 Mb/s), and its available bandwidth is
4 Mb/s— 32 Kb/sx 10 — B, = 3.584 Mb/s. (Recall thaB, = 96 Kb/s with the
parameters in Table 1.) The available bandwidth of the liekeenR; and R is

18



Sender Receive

10Mb/s 5Mb/s

15ms 15ms
SO

Sinks

© A
[ ]

hd 10Mb/s
10~20ms

Fig. 11.

available bandwidth (Mb/s)

0 20 40 60 80 100
number of C sources

Fig. 12. Actual and measured available bandwidth under timebtbell network topology
(B,=96 Kbls).

given by 5 Mb/s— (N 4 20) x 32 Kb/s—B,. As N increases, its utilization varies
from 14.72% to 78.72%, and the linlk; — Rg eventually becomes the link with
the minimum available link bandwidth.

Figure 12 gives the simulation results when the sourcesitirerd®areto sources
with parametery = 1.05, 1.50, or 1.95, or sources that generate packets with ex-
ponential inter-packet generation times with a rate of 32sKib the above dumb-
bell network. Each simulation run lasts for 1200 secondd,the data plotted in
the figure are values averaged over the last 1000 seconds.df 20, the avail-
able bandwidth on the end-to-end path (3.584 Mb/s) is detetinby the available
bandwidth of the link betweeR, and R,; otherwise, it is determined by the avail-
able bandwidth of the link betwedRy andRs. The average measurement errors are
92.5 Kb/s (4.69%), 82.7 Kb/s (3.42%), 54.2 Kb/s (2.53%), éad Kb/s (2.89%)

in each of the four cases in Fig. 12. In summary, the proposechanism accu-
rately estimates the available bandwidth on the end-topatid with a maximum
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error of 5% for a wide spectrum of traffic patterns and a widgeaof utilization.

4.2 Empirical Results

We have implemented the proposed mechanism on top of Liru@to measure
the available bandwidth between two hosts on the Interntet. résulting proto-
type implementation is calledTrack The reason why we implement the proposed
method outside the OS kernel, in spite of the fact that batb@packets in a packet
pair are subject to the OS processing latency, is becausesvpeimarily interested

in the difference of the departure/arrival times, and tliectfof OS processing la-
tency is canceled out in the average sendeTirackif the expected OS latency is
assumed to be the same. Still, note that there exist insganqeactice, in which
this assumption may not hold, e.g., the case when a detesticigbntext switch
exists only for every other packet.

As shown in Algorithm 1 and 2, the sender loTrack transmits probing traffic
with different-sized packet pairs, and the receiver messstine the inter-arrival
times of probing packet pairs. For measuring the interakand inter-departure
time on Linux, we use the function gfet t i meof day() , which enables us to
measure time differences in the unit of microsecond. Foeg#ing fine-controlled
packet pairs, the sender first sets a reference tjnsends the first probing packet,
and measures the current timerepeatedly within a while-loop statement. When
the time elapse from the reference timig;) is equal to or greater thafy;,,, it
immediately sends the second probing packet. Please rattéhtre is a relation
among the time granularity, the probe packet size, and thiéade bandwidth. For
example, when the probe packet sizd iKB, the available bandwidth should be
smaller thar800 Mb/s in order that the probe gap is larger tH@nmicroseconds.
Otherwise, the current time granularity of a microsecong mat be sufficient for
estimating the available bandwidth.

Note that, in the while-loop statement, we do not includeegsifunction because
it does not guarantee an accurate time elapse on a nomre&hs. In fact, a well-
known measurement tool for the available bandwi@thload[23,24], has also
been implemented in this way. While this implementation esak possible to
build a measurement system with an off-the-shelf desktomaly result in high
CPU utilization. Related work that addresses this issuk aitommercial OS can
be found, e.g., in [25]. Also, a stopping rule is not shown igakithm 1 and 2
because we assume thdtrackcontinually estimates available bandwidth. When-
ever needed, we can simply incorporate vibffracka stopping rule, e.g., “Stop if
|As, — A + 0| < e for both packet pairs”, whereis a sufficiently small value.

We have conducted an empirical study and compared expesahresults between
bTrack Pathload[23], IGI, andPTR[15]. Each mechanism reports the estima-
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tion result in a different mannetGl and PTR give an estimate of the available
bandwidth bTrackcreates a time trace of the available bandwidth, wihRdéload
provides a range of available bandwidth [23]. (For consisgewe use the average
of the range as an estimate of the available bandwidtPathload. For compar-
ison purposes, we also use a benchmark progratperf[26]. Netperfattempts
to transmit as many UDP (or TCP) packets as possible in a diwean interval,
and measures the maximum throughput. The TCP measurenvestaygood es-
timate of the available bandwidth because a TCP connectimesponsive and
self-adaptive to cross traffic. However, it may neverthelesmpete against, and
grasp the bandwidth of, other connections along the patérefbre, we consider
the available bandwidth to be equal to or less than the TGRit/put measured by
netperf The only exception when the TCP measurement is not inseafi avail-
able bandwidth occurs when two end hosts are located far fhenother. In this
case, the attainable TCP throughput is limited by the mamimandow size and
the round trip time and does not reflect well the availabledadth.

The parameter values listed in Table 1 are used as defaukvaibTrackexcept
the following changes. The probe packet sizgis set to 1200 bytes. To expe-
dite convergence ah\} , we set the initial inter-departure tim4,,,(0), as follows:
Ar = L,/Cs(1 — ug), whereC,(1 — uy) is the available bandwidth on the end-
to-end path. Hence we s&;,(0) to be 0.2 millisecond with a rough estimate of
Cs(1 — us) = 50 Mb/s. Note that the initial value ak;,, does not affect measure-
ment accuracy, but can effectively reduce the convergenee should the value
be properly chosen. We set the valuelgfto be 0.5 second, and the bandwidth

consumed by Trackis 57.6 Kb/s.

4.2.1 Empirical results in a campus intranet

We first measure the available bandwidth between two hosascampus network.
Each host is a Dell Precision 340 machine (with a single 2.2 @tdcessor and 1
GByte RAM) that runs Redhat Linux 8.0 with kernel version.2-34, and is con-
nected to the campus backbone through a 100 Mb/s EtherkeTle path consists
of 4 hops with a RTT = 0.488 millisecond. To generate crogdran the network,
we develop a traffic generating prograraetloader that transmits UDP packets at
a given rate. This gives a well-controlled intranet envimemt for evaluating and
experimenting wittbTrack Pathload IGI, PTR andnetperf

Figure 13 and Table 3 give the empirical resultdfack Pathload IGI, PTR and
netperf Several observations are made: first, without cross trake the Ethernet
link of capacity 100 Mb/®Track Pathload IGI, PTR andnetperfgive estimates of
93.96, 97.04, 84.96, 88.36, and 94.0 respectively. Theastis obtained byTrack
are values averaged over the last 8 minutes. If the throughyained bynetperfis
considered to be the effective link capacity (i@, ,= 94.0 Mb/s), theibTrackgives
the estimate that is closest to the value obtaineddiperf PathloadandPTRgive
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Fig. 13. Experimental results in a campus intranet.

slightly higher and lower estimates respectivéBi reports 88.32 and 84.96 Mb/s
as the bottleneck and available bandwidths, respecti8elyond, when the rate of
cross traffic is in the range of 10 80 Mb/s,bTrack Pathload andnetperfgive
almost the same estimate, which linearly decreases wigieotso the rate of the
cross trafficlGl andPTRover-estimate the available bandwidth in the case of high
link utilization (r > 40 Mb/s).

Also shown in Table 3 are the percentage errors calculated as

PE = ‘1 __b. x 100,

Cs — T
where B, andr, are the estimate of the available bandwidth and the rateeof th
cross traffic, respectively. We observe thatackaccurately estimates the available
bandwidth with a maximum error of 4.43% when the availabledvadth changes
in the range of 13.806- 93.96 Mb/s. In contrasRathloadincurs a maximum error
of 13.67% in the same range of available bandwidth change.

Figure 13 (b) shows the time trace of available bandwidtimeged bybTrackwith

respect to different rates of cross traffic. The initial watd the estimate is set to be
50 Mb/s. Whert > 50 seconds, the estimate of the available bandwidth coeserg
Also, we observe that the fluctuation in the estimates deeseas the rate of cross
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Table 2

Measurement time (in seconds) with respect.to

Table 3

Experimental results in a campus intranet (the unit of dalidb/s and the percentage values

rate of cross traffic (Mb/s)

‘ 10 20 40 | 50 | 60 70 80
03| 71.2| 52.0| 45.8 | 30.7 | 9.8 | 21.3 | 42.2 | 67.6
04| 70.2| 379 | 427 | 29.2 | 6.2 | 151 | 354 | 43.6
05| 58.2| 353 | 31.3| 229 | 41| 109 | 229 | 31.7

in the parentheses denote the percentage error of the pondiag estimate).

cross traffic netperf bTrack Pathload IGI PTR
mean std
0 94.0 (0%) | 93.96 (0.03%) 3.57| 97.04 (3.23%) | 84.96 (9.61%) | 88.36 (6.00%)
10 82.7 (1.55%) | 84.51(0.61%) 2.80| 85.47 (1.75%) | 80.75(3.86%) | 80.26 (4.45%)
20 71.7 (3.11%)| 73.65(0.46%) 3.10| 74.03 (0.04%) | 70.97 (4.09%) 69.92 (5.51%)
30 61.0 (4.69%) | 64.97 (1.52%) 2.49| 62.83(1.82%) | 61.17 (4.42%) 62.22 (2.78%)
40 50.5 (6.48%) | 53.78 (0.39%) 2.27| 51.28(5.02%) | 58.48 (8.29%) | 58.14 (7.66%)
50 43.5(1.14%)| 43.98(0.03%) 2.14| 43.62(0.85%) | 51.79 (17.70%) | 52.16 (18.54%)
60 33.9(0.29%) | 35.50 (4.43%) 2.50| 33.24 (2.22%) | 44.30 (30.29%) | 44.23 (30.08%)
70 24.2 (0.83%) | 24.97 (4.04%) 2.05| 22.60 (5.81%) | 34.29 (42.87%) | 34.91 (45.45%)
80 13.6 (2.86%) | 13.80 (1.39%) 0.67| 12.08 (13.67%)| 28.38 (102.71%)| 29.81 (112.92%)

traffic increases. The standard deviation decreases frbimN3b/s when there in
no cross traffic to 0.67 Mb/s when the rate of cross traffic is®@s. The standard
deviation calculated in each case is smaller than 8% of thegjponding available
bandwidth. This suggests thiaTrackis able to estimate the available bandwidth
with a small variance. Figure 13 (c) illustrates how the gaglair gaps converge
when the rate of cross trafficis 10 Mb/s and80 Mbp/s. Initially, A%, andAfn are
set to0.2 ms and).1 ms, respectively. We can observe that the gap values cas/erg
faster whenr = 10 Mb/s than those when = 80 Mb/s. The reason is that the
initial gap values are closer to the actual values used faitable bandwidth when

r = 10 Mb/s than when- = 10 Mb/s. Thus, we can conclude that the initial gap
values also affect the convergence speed of the algorithm.

4.2.2 Empirical results on the Internet

Next we report our Internet experiments measured betweghests at Rice Uni-
versity and the University of lllinois at Urbana ChampaighldC). With the use of
traceroute we know that probe packets traverse 13 hops along the gathRice
to UIUC. As the UDP throughput measured ibgtperfis 89.81 Mb/s, we believe
each host is connected through a 100 Mb/s Ethernet link. T throughput is
almost constantly 15.2 Mb/s, and seems to be constrainedebgnaximum win-
dow size, the RTT, and the dropping probability. Hence welelthat the available
bandwidth in the experiment duration is quite stable and ike range between the
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TCP and UDP throughputs attained gtperf To further verify this, we measure
(with the use ofnetloade) the packet loss rate between the hosts as the sending
rate of UDP connections increases. The packet loss rateeoththe paths falls
below 1% when the rate of cross traffic is lower than about 7@sMbhis implies

that the available bandwidth is equal to or greater than 76sMbshould be noted
that, since the path is not dedicated to our experiment pitastically not allowed

to make the entire end-to-end path crowded wigtperfpackets. Hence, we esti-
mate the range of the available bandwidth as above mentiamgdad of finding

an exact value of the available bandwidth.

Figure 14 depicts the time traces of the available bandwaitthe Internet exper-
iments.Pathload IGI, andPTRwere repeatedly executed in every 5 minutes for a
duration of 20 hours whil®Trackran continuously. The patterns in which probe
traffic is sent undebTrackis quite different from that under the other schemes. The
traffic used bybTrackis extremely low (57.6 Kb/s), and is evenly spread over the
measurement duration. However, the other mechanismsagesdaursty traffic at a
rate that is equal or close to the available bandwidth fas téiseconds. We observe
that the available bandwidth fluctuates in the range of-686 Mb/s. The average
value of the available bandwidth und#Frackis 70.66 Mb/s, which coincides with
the rate at which packet losses fall below 1%, while thoseeuRdthload I1GI, and
PTRare 75.694, 75.91, and 85.21 Mb/s, respectively. Figureldr(d (d) give the
enlarged views in the intervals of 9 to 10 and 12 to 13 houspeetively. We ob-
serve that the trend of the available bandwidth measurdid'tgckmatches that of
eitherPathloador IGI. For example, pronounced decreases in the available band-
width are observed at 9.8 h in Fig. 14 (c) and 12.75 h in Figd)4This shows that
bTrackadaptively keeps track of the available bandwidth.

5 Reated work

5.1 Methods for measuring bottleneck bandwidth

Several packet pair models and methods have been proposete&suring the
bottleneck bandwidth. Jacobson developedad#ichartool, using the one-packet
delay model to measure the link bandwidth on a path [6,5]ciBetly, pathchar
sends probe packets with varying packet sizes, and meakeresund trip times of
probe packets. The link to be measured is controlled by plppelecting the time-
to-live (TTL) value in the IP headers of probe packets. Thaaulying packet model

is "RTT = packet size/bandwidth + queueing delay”. To eliatenthe queueing
delay term pathcharsends, for each fixed packet size, a large number of packets
and takes the smallest value of RTT as the one that incurseweiug delay. It then
repeats the measurement process for different packet sizes
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Fig. 14. Experimental results on the Internet (RIGEUIUC).

The packet pair technique [10] is widely used for measuriregkottieneck band-
width on a path. Under the assumptions ti#t)(the inter-departure time is small,
(A2) no cross traffic exists on the bottleneck link, a8) the first probe packet
in a packet pair does not queue after any other packets atesrtedversing the
bottleneck and the second probe packet does not queue dooe baversing the
bottleneck, one can anticipate the two probe packets quelyeabthe bottleneck
link, and hence the inter-arrival time of the packet pairtat teceiver is equal to
the packet size of the second probe packet divided by thewadtidof the bottle-
neck link. Note that under assumptiodsl] and A2), A;, < A* andr ~ 0, and
hence (1) reduces t,,, ~ L/C. As mentioned in [27], the packet pair technique
primarily suffers from two problems in practice: time coragsion and time exten-
sion. This is due to the fact that assumptioAg)and @A3) do not hold in practice.
Specifically, if the first probe packet encounters queueihgmit traverses the bot-
tleneck link, the “distance” between the two probe packetsie-compressed, i.e.,
Aot = Ay — q/C < Ay, On the other hand, if there exists cross traffic between
the two probe packets at or before the bottleneck link, tistadce between the
packet pair will be time-extended, i.8\,,;, = rA;,/C + L/C > A,.

To remedy the above problems, Caméal.[8] processed the measured data using
union and intersection operations, leqial.[9] used a kernel density estimator algo-
rithm, and Paxson [10] and Dovroks al.[12] exploited multi-modalities observed
in histograms of bandwidth measurements to better estithaténk bandwidth.
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5.2 Methods for measuring available bandwidth

Several promising packet-pair-based methods were rgcprdposed to measure
the available bandwidth on an end-to-end path. They cantegaazed into those
that are based on the single hop model and those that are draseel multiple hop
model.

Methodsbased on thesinglehop model Methods in the first category [14,15,13]
assume thatA4) there exists a single bottleneck link on the end-to-endi,patd
(A5) the link capacity of the bottleneck link' is givena priori. Under these as-
sumptions, the followingacket pair formuldhas been commonly used for measur-
ing cross traffic:

 CAyyy — L
= A
The available bandwidth is obtained by subtracting theutated rater, of cross
traffic from the capacity’, of the bottleneck link. Note that (18) is equivalent to
the case of a fully utilized link in (1) and assumptiodslf (A;, < A*) and A3)
are implicitly assumed in the equation.

r

(18)

Ribeiro et al. [14] proposed an end-to-end approach, caleglphi, to measure
cross traffic. The inter-departure tinte;, is initially set to beZ/C in order to
ensure that the queue does not become empty between aofivalg consecutive
probe packets. Then in order not to over-consume the batidard! disturb other
network traffic, temporally-spaced probe packet traindgddchirp packet trains”)
are sent in which the inter-departure time for two consgeugirobe packets is
increased by a factor of two. The rate of cross traffic is id#@ibased on the multi-
fractal model that characterizes the long range dependsringernet traffic.

Hu et al.[15] derived a packet train formula for a single bottleneok by replac-
ing A;, andA,; in the packet pair formula in (18) with the summationg\gf and
A, ., respectively, wherd . is the inter-arrival time satisfying.;,, < A,,. They
then proposed the initial gap increasin@l) method to characterize the available
bandwidth on a network pathGl attempts to seek a breakpoify, at which the
inter-departure time at the sender is equal to the intéreditrme at the receiver by
increasing the inter-departure time. At the breakpoiatA;, = A,, IGI evaluates
the rate of cross traffic using the packet train formula. &irty, they proposed an-
other algorithm called the packet transmission rate mefRa&), which estimates
the available bandwidth by dividing the summation4f,; into the total packet
length of a packet train at the breakpoint.

Strausst al.[13] proposed a simpler method, call8gruce to measure the avail-
able bandwidthSprucetransmits a sequence of packet pairs instead of packet
trains and averages instantaneous rate estimates obbairesth packet pair with
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Table 4
Comparison between tools measuring available bandwidth

single hop model| multiple hop model
packet pair Spruce[13] TOPPJ[11], bTrack(proposed)
sparse packet train Delphi [14] pathChirp[16]
packet train IGI [15] Pathload[1], PTR[15]

A;, = L/C based on the packet pair formula. The interval between tvegia
pairs follows the Poisson distribution.

Unfortunately,Delphi[14], IGI [15], andSpruce[13] give an accurate estimate of
the available bandwidth only when the bottleneck lin&rfow link) coincides with
the link of the minimum available bandwidth along the paigh link).

Methods based on the multiple hop model Melanderet al. [11] developed an
end-to-end method, calleBOPP, to measure the link capacity and the available
bandwidth along a path. Under the assumption that all thesflavtain their share
of link bandwidth proportional to their offered rates, tremder ofTOPPtransmits

N packet pairs at certain rates, and the relation betweenetidirgy rate and the
receiving rate is analyzed based on a segmented regresstbonanThe regression
method works well when the breakpoint of each segment is knélewever, un-
der most cases, it is difficult to obtain these breakpointsapply the regression
method.

Jainet al.[1] showed that the one-way delay of a packet train incredisies send-
ing rate of the packet train is higher than the available ladith. They proposed
a feedback-based mechanism, calRadhload which enables the probing sender
to cooperate with the receiver to determine the availabhelyadth. AsPathload
is primarily using a binary-search algorithm that does raitimuously estimate
the available bandwidth, it is not adaptive to traffic chamdkthe available band-
width varies during the course of running the binary-seaigorithm, Pathload
easily falls into an ambiguous region (grey-region) anchcamestimate the avail-
able bandwidth accurately. Another drawbackPathloadis that it sends packet
trains at a rate that is equal or close to the available baittveind hence may be
intrusive, even though the duration of each packet traihasts

Summary The aforementioned mechanisms for measuring the avaitzdie-
width are summarized in Table 4. Delphi, I1GI, and Spruce wrghe end-to-end
path as a single hop link and do not give an accurate estinfateecavailable
bandwidth when the bottleneck linkdrrow link) is not equal to the link with the
minimum available bandwidth along the pattylit link). Pathload IGI, andPTR
use probe packet trains and may be intrusive, as the packes tnay eventually
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consume the available bandwidth, even though the durafi@ach packet train

is short.Spruceand TOPPare based on the packet pair technique, can adjust the
sending rate and pattern of probe packets by varying theititeeval between two
consecutive packet pairs, and hence may be less intrusive.

In contrast, we characterize the stochastic relation betviee inter-departure time
and the inter-arrival time for a packet pair along a multijphk path. We then
exploit the notion of the relative distance to overcome #raom estimation error
caused by bursty cross traffic, and devise our proposederdd measurement
method bTrack bTrackperiodically transmits only two packet pairs in a relatwel
large time interval, the period of which is adjustable so aesto disturb other
network traffic.

6 Conclusion

In this paper, we have given a stochastic analysis of thegtguir technique for
estimation of available bandwidth. Based on the analysdave proposed a novel
concept of the relative distance, which gives accuratenédion on the available
bandwidth under bursty cross traffic. By exploiting the tigladistance, we have
devised an end-to-end, non-intrusive feedback mechaeistitiedbTrack to keep
track of the available bandwidth. We have also given the emgence analysis of
bTrackbased on the theory of the stochastic approximation. We bhagen via
extensivens-2 simulation and empirical experiments (over campus intsaaed
the Internet) that the proposed mechanism tracks availzotewidth quite well
with a small variance (less than 8% of the value to be tracked) is non-intrusive
(i.e., the bandwidth consumed by the probing traffic is erely low).

Our future work includes a further investigation on (i) handetermine the tunable
parameters dbTrackfor fast and stable estimation of available bandwidth; afd (
how to further expedite the convergence of the estimationgss so as to eliminate
initial transient errors. Finally, we are collaboratinghwvirelecordia Technologies

to incorporatebTrackin their measurement framework and carry out large-scale
measurement on the Internet.
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