
Feedback-assisted robust estimation of available
bandwidth

Kyung-Joon Parka, Hyuk Limb,1, Jennifer C. Houa,
and Chong-Ho Choic

aDepartment of Computer Science
University of Illinois, 201 N. Goodwin Avenue, Urbana, IL USA

Email: {kjp, jhou}@uiuc.edu
bDepartment of Information and Communications

Gwangju Institute of Science and Technology, Gwangju, Korea
Email: hlim@gist.ac.kr

cSchool of Electrical Engineering and Computer Science
Seoul National University, Seoul, Korea

Email: chchoi@csl.snu.ac.kr

Abstract

The packet pair technique is a widely used method for estimating the available bandwidth
of an end-to-end network path. We characterize the stochastic nature of the packet pair
dispersion caused by bursty cross traffic and its adverse effect on available bandwidth es-
timation. In order to overcome this difficulty, we introducea novel concept of therelative
distance, which can be obtained from the relation between input and output gaps of packet
pairs. By exploiting thequasi-invariantcharacteristic of the relative distance, we develop
a feedback-assisted, robust and non-intrusive approach for estimating the available band-
width. The method entitledbTrackperiodically sends two pairs of probe packets of different
sizes and exploits the relative distance for accurate estimation of the available bandwidth.
The amount of the probing traffic is independent of the available bandwidth and is ad-
justable by tuning of the probing period, which shows the non-intrusive nature ofbTrack.
We give the convergence analysis ofbTrackbased on the theory of the stochastic approxi-
mation, which guarantees the robust performance ofbTrackunder bursty cross traffic. We
verify via extensivens-2simulations and empirical experiments (over campus intranets and
the Internet) thatbTracktracks the available bandwidth very well and is not intrusive.
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1 Introduction

To facilitate design and development of efficient resource management protocols, it
will be greatly helpful to better understand the dynamic properties and behaviors of
end-to-end paths on the Internet. In order to prevent routers from overloading with
traffic measurement and report tasks, it is desirable for endhosts to infer these prop-
erties on an end-to-end basis. One of the most useful path attributes is theavailable
bandwidthalong an end-to-end path. The definition of the available bandwidth is
given in [1] as “the maximum rate that the path can provide to aflow, without reduc-
ing the rate of the rest of the traffic on the path.” (In contrast, the bottleneck band-
width on an end-to-end path is defined as the maximum possiblebandwidth along
the path, i.e., the minimum link capacity along the path.) The knowledge of the
available bandwidth can be exploited in numerous applications [1]. For example,
in the QoS sensitive Internet services such as peer-to-peerfile sharing applications
and on-demand multimedia streaming applications, a clientcan greatly benefit if it
is connected to a peer/server via a path of sufficient available bandwidth [2–4]. The
performance of overlay networks can also be improved if the available bandwidth
between nodes can be measured on an end-to-end basis [3].

In general, designing a mechanism to accurately measure theavailable bandwidth
on an end-to-end path is a challenging research problem. Usually an end-to-end
mechanism injects one or more unicast/multicastprobepackets, measures/records
the round-trip time (the single-packet technique [5,6]) orthe time dispersion be-
tween two consecutive packets (the packet-pair technique [7–13]), and uses the
measured information to infer the network attribute of interest. It is a critical de-
sign criterion how to ensure that the end-to-end measurement method is accurate
and yet non-intrusive (i.e., it neither introduces a significant amount of probe pack-
ets into the network nor interferes other traffic on the path.) The mechanism should
also be robust to dynamic traffic changes.

Many end-host-based mechanisms that use the packet train technique [1,14–16]
and the packet-pair technique [11,13] have been proposed inthe literature to mea-
sure the available bandwidth along a path. We will provide a detailed summary
of existing work in Section 5. In summary, tools using the packet train technique
could be intrusive if the number of probe packets used in eachpacket train is large.
Approaches that are based on the packet pair technique can adjust the sending rate
and pattern of probe packets, by varying the time dispersionbetween two consec-
utive packets, and hence are less intrusive. However, sincethe available bandwidth
is inferred by measuring at the receiver the inter-arrival time of two probe packets
in each packet pair, if the analytic model that infers the available bandwidth does
not take account of bursty cross traffic, the estimation results may not be accurate.

Recently, several researchers have presented stochastic analysis of the packet pair
technique from different points of view [17–20]. It was revealed from these work
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(despite their different points of view) that bursty cross traffic makes available
bandwidth estimation a very challenging task by introducing significant estima-
tion errors. Hence, a natural question arises: Can we still devise a robust estimation
mechanism for available bandwidth?

This paper deals with an answer to this question, i.e., how toovercome busrtiness
of cross traffic in available bandwidth estimation. To this end, we characterize the
stochastic nature of the packet pair technique and its adverse effect on available
bandwidth estimation. Since the stochastic characteristic of the packet pair tech-
nique comes from burstiness in cross traffic that is not controllable at end hosts, it
becomes a very challenging task to devise a robust method forestimating the avail-
able bandwidth in an end-to-end manner. Here, in order to overcome burstiness in
cross traffic, we introduce a novel concept of therelative distance, which is a metric
robust to burstiness in cross traffic.

Based on the concept of the relative distance, we propose a feedback-assisted end-
to-end mechanism, calledbTrack, to track the available bandwidth on a path.bTrack
has the following crucial properties: (i)bTrack is robust. bTrackexploits the quasi-
invariant characteristic of the relative distance and consequently, is very robust to
bursty cross traffic. (ii)bTrack is non-intrusive. bTrackis non-intrusive in the sense
that the bandwidth consumed by the probing traffic is considerably small, inde-
pendent of the value of the available bandwidth, and can be adjusted by varying
the probing period and the probe packet sizes. (iii)bTrack is efficient.Unlike most
previous mechanisms that only use the information on the packet dispersion to es-
timate the available bandwidth,bTrackfurther utilizes the information on the probe
packet size to fully exploit all the information available from the packet-pair rela-
tion.

The feedback-assisted mechanism ofbTrackcorresponds to a stochastic approxi-
mation algorithm and we give the convergence analysis ofbTrackbased on the the-
ory of the stochastic approximation [21,22]. Our convergence analysis guarantees
robust performance ofbTrackunder bursty cross traffic. Through extensivens-2
simulations and empirical studies on campus intranets and the Internet, we show
that bTrack tracks the available bandwidth very well with small errors (less than
8% of the value to be tracked), and is non-intrusive (i.e., the bandwidth consumed
by the probing traffic is extremely low).

The rest of the paper is organized as follows. In Section 2, weprovide background
material that pertains to the problem addressed in the paper. In Section 3, we present
the concept of the relative distance and the corresponding end-to-end mechanism
for measuring the available bandwidth. Also, the convergence analysis of the pro-
posed mechanism is presented based on the stochastic approximation. Following
that, we present in Section 4 bothns-2simulation results and empirical results. In
Section 5, we provide a detailed summary of the various packet pair models and
measuring methods in the literature. Finally, we conclude in Section 6 with a list of
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future work.

2 Preliminary

In this section, we introduce the fluid packet pair model [12](called the single-
hop gap model (SHG) in [15]), which describes the relation between the inter-
departure time and the inter-arrival time of a packet pair ina single link based on
the assumption of fluid cross traffic with a constant rate. Here, we point out that the
fluid packet pair model is not so efficient to estimate the available bandwidth under
bursty cross traffic. This observation serves as the starting point for developing our
algorithm. It will also facilitate our discussion on related work in Section 5.

In most of the packet pair approaches, the sender sends pairsof (back-to-back)
probe packets with smallinter-departuretimes, and the receiver measures theinter-
arrival time of each packet pair. Then the available bandwidth is inferred by us-
ing the analytical model that characterizes the relation between the inter-departure
times of probe packets at the sender and their inter-arrivaltimes at the receiver. Here
the inter-departure time of a packet pair is defined as the interval between the times
when the the first packet leaves from the sender and when the the second packet
leaves. Similarly, the inter-arrival time of a packet pair is defined as the interval
between the times when the first packet arrives at the receiver and when the second
packet arrives. We denote, respectively, the inter-departure time and the (measured)
inter-arrival time of a packet pair as∆in and∆out.

Consider a single link with capacityC. The sender transmits a pair of probe pack-
ets to the receiver through this link. The size of each probe packet isLp. Let the
stochastic processq(t) denote the amount of traffic (if any) queued when the first
probe packet arrives at the queue. We haveq = 0 whereq := E[q(t)] since the cross
traffic is modeled as a fluid flow with a constant rate ofr. Let T denote the interval
between the time when the last bit of the first probe packet arrives at a link and
that when the last bit of the second probe packet departs thatlink. As depicted in
Fig. 1, two sub-cases are considered depending on whether the link is fully utilized
or not. In the case that the link is fully utilized during the intervalT (Fig. 1 (a)), we
have∆out = (r∆in + Lp)/C. On the other hand, the server may become idle in the
intervalT if ∆in is sufficiently large (Fig. 1 (b)). We define the characteristic value
∆∗ as the minimum value of∆in that makes the server idle in the intervalT . As
depicted in Fig. 1, the characteristic value∆∗ can be calculated as

∆∗ =
Lp

C(1− u)
,

whereu = r/C. If the inter-departure time∆in is larger than∆∗, the queue is
under-utilized, and as depicted in Fig. 1 (b),T is equal to both∆in + Lp/C and
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(a) When the second probe packet sees the server busy (b) Whenthe second probe packet sees the server idle

Fig. 1. Behavior of a packet pair in a single link with fluid cross traffic [20].

∆out + Lp/C, and hence∆out = ∆in. The inter-arrival time∆out can be written as

∆out =







u∆in + Lp

C
, ∆in ≤ ∆∗;

∆in, otherwise.
(1)

In (1), ∆out is a piecewise increasing linear function of∆in with two different
slopesu and 1, and the slope change occurs at∆in = ∆∗. Note that∆∗ is inversely
proportional to the available bandwidthC(1 − u). Actually, most of the existing
estimation algorithms for available bandwidth exploit thecharacteristic value∆∗

and estimate the available bandwidth by using (1).

Now, we validate the deterministic model (1) vians-2 simulations. We perform
simulations for a single-hop topology composed of two drop-tail routers that are
connected by a link with the capacity of1Mb/s and the propagation delay of15ms.
In the simulation, the cross traffic consists of15 Poisson sources, and each source
generates packets at the rate of32 Kb/s with the packet size ofL = 100 bytes.
Figure 2 shows the relation betweenE[Λout] versus∆in whereΛout := ∆in−∆out.
The sizes of probe packets are500, 1000, and1500 bytes, respectively. Note that we
introduceΛout to highlight the change of∂E[∆out]/∂∆in around the characteristic
value∆∗

(

= Lp/C(1 − u)
)

. In Fig. 2, each data point is an average value of300
trials and the solid lines are obtained from the deterministic model (1).

Figure 2 shows that the simulation data asymptotically converges to the analytical
values. However, the model error becomes significant when∆in is around∆∗, i.e.,
∂E[Λout]/∂∆in changes smoothly around∆in = ∆∗ in the simulation results while
it changes abruptly at∆in = ∆∗ with the deterministic model. This indicates that,
under bursty cross traffic,∆out is no more a deterministic value obtained from (1),
but a stochastic value determined from statistical characteristics of cross traffic.
Further,(∆in, E[∆out]) curve deviates from the deterministic relation of (1), espe-
cially around∆in = ∆∗ (actually, the region around∆in = ∆∗ was termed as the
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Fig. 2. Deterministic model vs. simulation result under Poisson cross traffic.

biased probing region in [17].) Consequently, as burstiness in cross traffic becomes
more severe, the estimation error of available bandwidth based on∆∗ becomes
more significant, even in an average sense, because of the error in the deterministic
model of (1). Thus, in order to efficiently estimate the available bandwidth under
bursty cross traffic, it is not sufficient to exploit the characteristic value based on
(1). A metric for the available bandwidth, which is more robust to randomness in
cross traffic, is needed.

3 Feedback-assisted Robust Estimation

In this section, we propose a feedback-assisted robust mechanism, calledbTrack,
for estimating the available bandwidth. Here, we give rigorous analysis ofbTrack
under a multi-hop path with a single tight link. Even thoughbTrack is expected
to work fairly well under any cases in practice, rigorous analysis on the general
multi-hop case will be our future work.

Ideally the available bandwidth on an end-to-end path can bemeasured by search-
ing for the characteristic value. However, because of the biased probing region (ex-
plained in Section 2) that exists in the vicinity of the characteristic value, methods
devised by searching for the characteristic value may be unreliable.

Instead of the characteristic value, we propose a novel concept of therelative dis-
tance, which is the difference between the characteristic valuesof two pairs of
probe packets ofdifferentpacket sizes. A detailed explanation on the relative dis-
tance will be given in subsequent subsections.bTrack tracks the available band-
width by exploiting the relative distance. The feedback mechanism ofbTrackworks
as follows. The time axis is divided into intervals and in each interval, the sender
transmits two pairs of probe packets to the receiver, with the inter-departure times
determined based on the results from the previous interval.After measuring the
inter-arrival times of the two pairs of probe packets, the receiver estimates the avail-
able bandwidth on the end-to-end path, and advises the sender of the inter-departure
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time to be used in the next interval.

3.1 Characterization of packet-pair dispersion relation under bursty cross traffic

In the packet-pair technique for available bandwidth estimation, we observe∆out

with the knowledge of∆in and Lp and try to find out the available bandwidth.
The difficulty of bandwidth estimation with the packet-pairtechnique lies in the
randomness of∆out, which comes from the burstiness of cross traffic. Here, we
characterize∆out, or equivalently,Λout (=∆in − ∆out) in terms of all the related
parameters.

For a given time instantt, Λout(t) can be characterized by∆in(t), Lp, ξ(t, ω), andCCC,
whereξ(t, ω) is a sequence of independent random variables, which represent the
random effect of bursty cross traffic, defined on some probability space(Ω,F , P ),
andCCC = (Cl, l ∈ L(P)), whereCl is the link capacity of linkl andL(P) is a set of
links that constitute the interested pathP. Hence, the functional relation ofΛout(t)
can be denoted as follows.

Λout(t) = F (∆in(t), Lp; ξ(t, ω),CCC). (2)

Among the arguments of the functionF in (2), sinceCCC is fixed for a given pathP,
ξ(t, ω) is the only random variable, which comes from bursty cross traffic and can-
not be controlled in an end-to-end manner.∆in andLp are the control knobs, which
can be adjusted to obtain information on the available bandwidth. Therefore, for
givenCCC, the functionF in (2) can be further divided into two parts, i.e., a deter-
ministic part that is responsible for the expected value ofΛout(t) and a stochastic
part for the random perturbation by bursty cross traffic as follows:

F (∆in(t), Lp; ξ(t, ω),CCC) = E[F (∆in(t), Lp; ξ(t, ω),CCC)]+G(t, ∆in(t), Lp, ξ(t, ω)),
(3)

whereG(t, x, y, ξ(t, ω)) has a finite variance withE[G(t, x, y, ξ(t, ω))] = 0 for
anyx, y andt andG(t, x, y, z) is an unknown function oft, x, y, andz. If we let
E[F (∆in(t), Lp; ξ(t, ω),CCC)] =: R(∆in(t), Lp) for givenCCC, (2) and (3) gives the
following relation:

Λout(t) = R(∆in(t), Lp)
︸ ︷︷ ︸

Deterministic part

+ G(t, ∆in(t), Lp, ξ(t, ω))
︸ ︷︷ ︸

Stochastic part

. (4)

The deterministic partR(∆in(t), Lp) in (4) has been extensively studied in recent
studies [17–20]. Here, we introduce several characteristics of R(∆in(t), Lp) that
will be exploited to devise a robust estimation algorithm.
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First,R(∆in(t), Lp) is an increasing function of∆in(t) ∈ [0,∞]. Hence,

∂R(∆in(t), Lp)

∂∆in(t)
≥ 0, ∆in(t) ∈ [0,∞]. (5)

Second,R(∆in(t), Lp) is upper bounded by the deterministic relation in (1), i.e.,

R(∆in(t), Lp) ≤ U(∆in(t), Lp), (6)

where

U(∆in(t), Lp) =







(1− u)∆in(t)− Lp

C
, ∆in(t) ≤ ∆∗;

0, otherwise.

Third, the difference betweenU(∆in(t), Lp)−R(∆in(t), Lp) =: d(∆in(t), Lp) is a
uni-modal function with maximum at∆in(t) = ∆∗, increasing function of∆in(t)
when∆in(t) ≤ ∆∗, and decreasing when∆in(t) ≥ ∆∗, i.e.,

∂d(∆in(t), Lp)

∂∆in(t)







> 0, ∆in(t) < ∆∗;

= 0, ∆in(t) = ∆∗;

< 0, ∆in(t) > ∆∗.

Finally, there is no difference betweenU(∆in(t), Lp) andR(∆in(t), Lp) when∆in(t) ≤
Lp/C and the difference goes to zero as∆in(t)→∞, i.e.,

d(∆in(t), Lp) = 0, when∆in(t) ≤ Lp/C, (7)
d(∆in(t), Lp)→ 0, as∆in(t)→∞. (8)

It should be noted thatR(∆in(t), Lp) depends on the statistical properties of cross
traffic, even though not denoted explicitly, and cannot be obtained in an exact closed
form unless the statistical properties of cross traffic is fully known a priori (which
is practically impossible).

In order to obtain reliable information on the available bandwidth from the rela-
tion in (4), we should address the following two issues: (i) How can we define a
robust metric of the available bandwidth, which can be exploited to estimate the
available bandwidth? Note that the characteristic value∆∗ was exploited in the
deterministic framework. (ii) If we can define a robust metric, then how can we
devise a robust online algorithm to estimate the metric in spite of the measurement
error G(t, ∆in(t), Lp, ξ(t, ω))? Subsequent subsections provide solutions to these
two issues.
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3.2 Concept of relative distance

We can observe from (4) thatΛout(t) is a function of two control variables∆in

andLp with an additive noise by bursty cross traffic. This investigation gives a new
viewpoint on available bandwidth estimation, i.e., not only the relationship between
Λout(t) and∆in, but also the relationship betweenΛout(t) andLp can be exploited
to obtain an efficient available bandwidth measurement algorithm. Note that most
of the recent tools for the available bandwidth estimation paid attention only to the
relationship betweenΛout(t) and∆in(t). Here, the concept of therelative distance
is introduced based on the relation betweenΛout(t) andLp. The relative distance
provides us a robust metric of the available bandwidth.

Let thes-th link denote the one with the minimum available bandwidthalong the
pathP. Think of two curvesR(∆in(t), Lα) andR(∆in(t), Lβ) for probe packet
sizesLα andLβ , respectively. Two graphs can be drawn as in Fig. 3. For a given δ,
consider an implicit function∆in(t) = Hδ(Lp) such thatR(Hδ(Lp), Lp) ≡ −δ.
Then, therelative distanceD is defined, as in Fig. 3, as the distance between the
two curves in the x-axis direction as follows:

D =
∫ Lα

Lβ

∂∆in

∂Lp
dLp =

∫ Lα

Lβ

∂Hδ(Lp)

∂Lp
dLp.

Since it was given in (7) that there exists no error betweenR(∆in(t), Lp) and the
deterministic relation, the relative distanceD becomes constant when∆in(t) ≤
Lp/Cs. Consequently, a condition onδ can be derived, which makes the relative
distance invariant to bursty cross traffic. Note thatΛout = −usLp/Cs when∆in =
Lp/Cs. Hence, under the assumption of a single tight link, the following rule for
setting the parameterδ can be derived to make the relative distance a constant value:

D =
|Lα − Lβ |

Cs(1− us)
, if δ ≥

u max(Lα, Lβ)

Cs
. (9)

Hereafter, as long as there is no concern for ambiguity, we omit the subscripts for
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Â
/A

(b) Normalized estimate of available
bandwidth
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son cross traffic.

notational simplicity.

As an illustrative example, we perform a simple simulation with Poisson cross traf-
fic and see how the relative distance behaves. The relative distance with Poisson
cross traffic ofLα = 1500 B, Lβ = 500 B, L = 50 B, u = 0.5, andC = 1 Mbps
is shown in Fig. 4 (a). The estimate of the available bandwidth A = |Lα − Lβ|/D
is also given in Fig. 4 (b). From Fig. 4, we can validate that the relative distance is
constant forδ ≥ 0.5 × 1500 × 8/106 = 6 ms. Note thatδ can be set to a smaller
value than this in practice (4 ms for example) because (9) is a sufficient condition.

From (9), one might think that the value ofδ can be set to make the relative distance
robust to the burstiness of cross traffic. However, (9) is notso much efficient in
practice because information onu andC is not available to the end hosts. We will
propose an alternative rule for settingδ and will give the convergence analysis of
the proposed mechanism in the next section.

3.3 Feedback-assisted robust mechanism: bTrack

As already mentioned in (9), withδ ≥ uLp

C
, a constant value of the relative dis-

tanceD can be estimated by searching the value,∆′
in, of ∆in(t) that satisfies

∆in(t) − ∆out(t) + δ = 0 for two pairs of probe packets of different sizes, re-
spectively. Figure 5 gives the block diagram of the proposedmeasurement mech-
anism. In every interval ofTp seconds, the sender transmits two pairs of probe
packets with inter-departure times∆α

in(t) and∆β
in(t) and packet sizesLα andLβ

(Lα > Lβ), respectively. The receiver measures the inter-arrival times∆α
out(t) and

∆β
out(t), of the two packet pairs, and calculates the inter-departure times,∆α

in(t+Tp)

10
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{∆α
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in(t)}

measure

{∆α
out(t), ∆β

out(t)}

request {∆α
in(t + Tp), ∆β

in(t + Tp)}

Fig. 5. The measurement mechanism with a simple feedback loop.

and∆β
in(t + Tp), to be used in the next probing period as follows:

∆e(t) = ∆in(t)−∆out(t) + δ,

∆in(t + Tp) = ∆in(t)− γ(t)∆e(t), (10)

whereγ(t) is a positive updating gain at timet. Intuitively speaking, if∆e(t) < 0,
∆in(t + Tp) increases; otherwise,∆in(t + Tp) decreases. Hence,∆in(t) converges
to a value∆′

in that satisfies∆e(t) = 0 in a steady state. A detailed pseudo-code for
bTrackis given in Algorithm 1 and 2.

Now, we give a rigorous convergence analysis of the feedbackalgorithm (10) based
on the theory of the stochastic approximation [21,22]. the measurement∆out(t) at
each instant deviates from its expected value as given in (4), and this random noise
from bursty cross traffic should be carefully considered in the convergence analysis
of the proposed algorithm.

Since∆in(t)−∆out(t) = Λout(t), (4) and (10) gives

∆in(t + Tp)−∆in(t) = −γ(t)
[(

R(∆in(t), Lp) + δ
)

+ G(t, ∆in(t), Lp, ξ(t, ω))
]

.

(11)

Instead of (9), which is not practical because of no information onC andu, we set
δ by usingδ = κ∆in(t) whereκ is a control parameter (κ > 0.) Then, (11) gives

∆in(t + Tp)−∆in(t) =− γ(t)
[(

R(∆in(t), Lp)

+ κ∆in(t)
)

+ G(t, ∆in(t), Lp, ξ(t, ω))
]

. (12)

Now, we have the following theorem:

Theorem 1 The feedback mechanism (12) converges to a unique solution,denoted
by ∆′

in, for a sequence ofγ(t) such that
∑∞

t=0 γ(t) = ∞,
∑∞

t=0 γ2(t) < ∞ . Fur-
thermore,∆′

in = 1
1−u+κ

(
Lp

C

)

if κ ≥ u.

PROOF. We make use of Theorem 1.1 in [22]. LetP (∆in(t)) := −R(∆in(t), Lp)−
κ∆in(t). First, we need to show thatP (∆in(t)) = 0 has a unique solution of∆′

in.
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Algorithm 1 bTrack::Sender
1: // initialize
2: ∆α

in(t)← ∆α
in(0)

3: ∆β
in(t)← ∆β

in(0)
4: loop
5: // send the packet pair with the inter-departure time∆α

in(t)
6: t1 ← now
7: transmits the first packet with sizeLα

8: repeat
9: t2 ← now

10: until (t2 − t1) ≥ ∆α
in(t)

11: transmit the second packet with sizeLα

12: sleep forTp/2
13:
14: // send the packet pair with the inter-departure time∆β

in(t)
15: t1 ← now
16: transmit the first packet with sizeLβ

17: repeat
18: t2 ← now
19: until (t2 − t1) ≥ ∆β

in(t)
20: transmit the second packet with sizeLβ

21: sleep forTp/2
22:
23: // compute the available bandwidth
24: D(t) = ∆α

in(t)−∆β
in(t)

25: A(t) = Lα−Lβ

D(t)
26:
27: // wait for feedback from receiver and update the inter-departure time
28: ∆α

in(t)← ∆α
in(t + Tp)

29: ∆β
in(t)← ∆β

in(t + Tp)
30: end loop

We haveP (0) = Lp

C
> 0 and, sinceR(∞, Lp) = 0 from (8),P (∞) = −∞. Also,

P (∆in(t)) is a decreasing function of∆in(t) from (5). Consequently,P (∆in(t))
has a unique solution, which is denoted by∆′

in.

Now, in order to show the convergence of (12), it is sufficientfrom Theorem 1.1 in
[22] to show that the following two conditions are satisfied:

sup
ǫ<|∆in−∆

′

in
|<1/ǫ

P (∆in(t))(∆in(t)−∆
′

in) < 0, for anyǫ, (C1)

and

P 2(∆in(t)) ≤ K(1 + ∆2
in(t)), for some constantK. (C2)

First, we show that (C1) is satisfied. From the fact thatP (∆in(t)) is decreasing
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Algorithm 2 bTrack::Receiver
1: loop
2: // wait for the packet pair with the inter-departure time∆α

in(t)
3: receive the first packet with sizeLα

4: t1 ← now
5: receive the second packet with sizeLα

6: t2 ← now
7: ∆α

out(t)← (t2 − t1)
8:
9: // wait for the packet pair with the inter-departure time∆β

in(t)
10: receive the first packet with sizeLβ

11: t1 ← now
12: receive the second packet with sizeLβ

13: t2 ← now
14: ∆β

out(t)← (t2 − t1)
15:
16: // compute the next inter-departure times and feed back to sender
17: ∆α

in(t + Tp)← ∆α
in(t)− γ(∆α

in(t)−∆α
out(t) + δ)

18: ∆β
in(t + Tp)← ∆β

in(t)− γ(∆β
in(t)−∆β

out(t) + δ)

19: feed back∆α
in(t + Tp) and∆β

in(t + Tp)
20: end loop

with ∆in(t), together with the fact thatP (∆′
in) = 0, we have

sup
ǫ<|∆in−∆

′

in
|<1/ǫ

P (∆in(t))(∆in(t)−∆
′

in) = max
[

− ǫP (∆
′

in − ǫ), ǫP (∆
′

in + ǫ)
]

< 0.

(13)

Now, show that (C2) is satisfied. SinceP (∆in(t)) = −R(∆in(t), Lp) − κ∆in(t)

and−Lp

C
≤ R(∆in(t), Lp) < 0, we have

−κ∆in(t) ≤ P (∆in(t)) ≤ −κ∆in(t) +
Lp

C
, for ∆in(t) ∈ [0,∞]. (14)

(14) gives

P 2(∆in(t)) ≤ max





(

Lp

C

)2

, κ2∆2
in(t)



 ≤ K(1 + ∆2
in(t)), (15)

whereK = max
[(

Lp

C

)2
, κ2

]

. Here,γ(t) is a sequence of positive numbers such

that

∞∑

t=0

γ(t) =∞,
∞∑

n=0

γ2(t) <∞. (16)

Note that the condition (16) can be further weakened; for example, in some cases
it is sufficient that

∑∞
t=0 γn(t) < ∞ for somen > 0, instead of

∑∞
t=0 γ2(t) < ∞.
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Further results can be found in [21,22]. From Theorem 1.1 in [22] with (13), (15),
and (16), the process∆∆0

in (n), defined by (12) with∆in(0) = ∆0, converges with
probability1 ast→∞ to the root∆′

in of P (∆in(t)) = 0, i.e.,

Prob{ lim
t→∞

∆∆0

in (t) = ∆′
in} = 1. (17)

Hence, from (17), the feedback algorithm (12) is guaranteedto converge to a unique
solution∆′

in. Finally, from (7), we haveR(∆in(t), Lp) = (1 − u)∆in(t) − Lp

C

if ∆in(t) ≤ Lp

C
. Since∆′

in is the solution ofP (∆in(t)) = −R(∆in(t), Lp) −

κ∆in(t) = 0, ∆′
in = 1

1−u+κ
(Lp

C
) if κ ≥ u.

Since the estimate ofD, denoted byD̂, is given byD̂ = ∆′
α − ∆′

β , we have the
following result from Theorem 1:

Corollary 1 If δ = κ∆β
in(t) is used for both∆α

in(t) and ∆β
in(t) and κ satisfies

(1−cu)κ ≥ cu(1−u) wherec := Lα

Lβ
, the feedback algorithm (12) makes∆α

in(t) and

∆β
in(t) converge to∆′

α = 1
1−u+κ

[

c + κ(c−1)
1−u

](
Lβ

C

)

and∆′
β = 1

1−u+κ

(
Lβ

C

)

, respec-

tively. Furthermore, the estimate of the relative distance, D̂, becomes a constant
value of Lα−Lβ

C(1−u)
, of which the denominatorC(1 − u) corresponds to the available

bandwidth.

PROOF. From Theorem 1,∆β
in(t) converges to∆′

β = 1
1−u+κ

(
Lβ

C

)

if κ ≥ u. (It is
straightforward to show that(1−cu)κ ≥ cu(1−u) impliesκ ≥ u.) Also, from (1),
we have(1−u)∆′

α−
Lα

C
= −δ for δ ≥ uLα

C
. By usingδ = κ∆′

β = κ
1−u+κ

(
Lβ

C

)

, we

get∆′
α = 1

1−u+κ

[

c + κ(c−1)
1−u

](
Lβ

C

)

for κ such that(1 − cu)κ ≥ cu(1− u). Finally,

we haveD̂ = ∆′
α −∆′

β =
Lα−Lβ

C(1−u)
.

As we have already mentioned in the previous subsection and also shown in Fig. 4,
D̂ converges toLα−Lβ

C(1−u)
quite quickly asδ increases, and just a reasonable value of

δ will be enough to estimate the available bandwidth in practice. We will verify
the performance ofbTrack via extensive simulation and empirical results in the
subsequent section.

To convey to the sender the calculated values of∆in(t + Tp) to be used in the next
probing period, the receiver sends a control packet that contains∆α

in(t + Tp) and
∆β

in(t + Tp). The sender will then transmit two pairs of probe packets with the
suggested inter-departure times in the next probing period. Note that one should
setTp > RTT so that the information can be relayed back to the sender by the
next probing period. The bandwidth consumed by the probing traffic is Bp =
2(Lα + Lβ)/Tp, which is independent of the amount of the available bandwidth
and can be kept low by selecting proper values ofLα, Lβ, andTp. We will do an
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in-depth study on the effects of these parameters on the bandwidth overhead in
Section 4.

3.4 Robustness of bTrack

The use ofbTrack to determine the relative distanceD and to infer the available
bandwidth has the following critical advantages: The relative distanceD can be
estimated quite accurately without the knowledge of characteristic value, which is
very difficult to estimate due to randomness in cross traffic,and hence the available
bandwidth can be accurately estimated based on the relativedistance. Another de-
sirable property ofbTrackis that it consists of a feedback loop, which can average
out the effect of the measurement error. Thus, as long as the time average of the
measurement error is negligible,bTrackwill work properly. Only when there exists
a bias in the measurement (e.g., the measurement value is always larger than the
true value by some fixed amount),bTrackmay not work very well.

4 Performance Evaluation

4.1 Simulation Results

To validate the design ofbTrackand to evaluate its performance, we have imple-
mented it inns-2and conducted a simulation study in networks of various topolo-
gies. The parameters ofbTrackused in the simulation study are listed in Table 1, un-
less otherwise specified. The initial inter-departure times are set to∆α

in(0) = 3 ms
and∆β

in(0) = 1.5 ms. Given the parameters in Table 1, we haveBp = 48 Kb/s. In
particular, the reference biasδ is set to 10% of∆α

in in order to keepδ a reason-
able value. Our extensive simulation and empirical resultsverify that this value of
δ is large enough to keep track of the available bandwidth. We will also study the
effects of varyingLα, Tp, andγ on the performance of the proposed mechanism.

4.1.1 Results under the two link network topology

The two-link network topology is depicted in Fig. 6. The network is composed of
three drop-tail routers connected via two links. The link capacity and the propaga-
tion delay of each link are labeled in the figure. The link between each host and a
router has a capacity of 10 Mb/s and a propagation delay drawnfrom the uniform
distribution of[10, 20] milliseconds. The buffer size of each of the drop-tail routers
is set to 100 Kbytes. Each host is equipped with a Pareto source that sends packets
at a rate of 32 Kb/second. The total, aggregated traffic is long-range dependent with
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Table 1
Parameters used in the simulation study.

symbol description value

Lα first probe packet size 1000 bytes

Lβ second probe packet size Lα/2

Tp probing period 0.5 seconds

γ updating gain 1% of∆in

δ reference bias 10% of∆in
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Fig. 6. The two link network topology used in Section 4.1.1.

the Hurst parameterH = 0.75. The distribution of the packet size is the same as that
used in [1]: about 40% of the packets are of 40 bytes, 50% of 550bytes, and the
rests of 1500 bytes.

To simulate the situation in which the cross traffic at link 1 increases while that at
link 2 is kept steady, we establish 3 connections of typeA (totally with the sending
rate of 96 Kb/s) and 10 connections of typeB (totally with the sending rate of 320
Kb/s), but vary the number of connections of typeC.

Figure 7 (a) shows that the available bandwidth at link 1 decreases from 2.6 Mb/s
at t = 150 seconds to 0.5 Mb/s att = 500 seconds. Att = 300 seconds, the link
with the minimum available bandwidth changes from link 2 to link 1. The proposed
mechanism keeps track of the end-to-end available bandwidth accurately except for
t < 50 seconds, which correspond to 100 probing intervals. The discrepancy when
t < 50 seconds is due to the fact that∆α

in and∆β
in are in the transient state (which

is evidenced in Fig. 7 (b)). The duration of this transient state can be reduced by
using either a smaller probing intervalTp or a larger updating gainγ.

Figure 8 depicts the effect of the probe packet sizeLα on the measurement perfor-
mance. The bandwidth,Bp, incurred in the measurement is linearly proportional to
Lα. Hence ifLα is large, the probing traffic may affect the measurement intrusively,
and result in a significant decrease in the available bandwidth. On the other hand, if
Lα is small, the convergent value ofD may be small, and its accuracy is susceptible
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(a) Lα=500 bytes (Bp=24 Kb/s)
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(b) Lα=1500 bytes (Bp=72 Kb/s)

Fig. 8. Effects of probing packet sizeLα on measurement accuracy.
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(a) Tp=0.25 second (Bp=96 Kb/s)
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(b) Tp=0.75 second (Bp=32 Kb/s)

Fig. 9. Effects of probing intervalTp on measurement accuracy.

to jitters or perturbations in the delay. This is evidenced by the observation that the
end-to-end bandwidth measured in Fig. 8 (a) converges more slowly than that in
Fig. 8 (b).

Figure 9 gives the effect of the probing periodTp on the measurement performance.
The bandwidth,Bp, incurred in the measurement is inversely proportional toTp. As
shown in Fig. 9, ifTp is set to be 0.25 second, the available bandwidth is rapidly
tracked (Fig. 9), but a bandwidth of 96 Kb/s is consumed for the measurement. On
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(a) γ=0.5% of∆in
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Fig. 10. Effects of updating gainγ on measurement accuracy.

the other hand, ifTp is set to be 0.75 second, the measurement slowly approaches
the actual value with a larger time lag (Fig. 9 (b)). Roughly speaking, the measure-
ment time ofbTrackis proportional to the probing periodTp. Thus, the smallerTp,
the smaller the measurement time. In the meantime, there is atradeoff between the
measurement time and the intrusiveness: The probing periodTp and the bandwidth
consumed bybTrack, Bp are inversely proportional, which can be verified in Figs. 8
and 9. Also, from the simulation results, about less than100 iterations (= 100Tp)
is sufficient to estimate the available bandwidth.

Figure 10 depicts the effect of the updating gainγ on the measurement perfor-
mance. Recall that the default value forγ is 1% of∆in in Table 1. Ifγ is set to be
smaller than the default value (γ=1% of∆in), it takes a relative long time for∆in(t)
to converge from the initial values of∆in(0). On the other hand, ifγ is to be 1.5%
of ∆in, the measured value of the available bandwidth converges quickly. Note that
γ corresponds to the increase/decrease amount of the inter-departure times∆in in
every probing interval. Through our simulation runs, we found that the proposed
mechanism keeps track of the end-to-end available bandwidth robustly in the range
of γ = 0.1 ∼ 5% of ∆in.

4.1.2 Results under the dumbbell network topology

The dumbbell network topology is depicted in Fig. 11. The network is composed
of six drop-tail routers interconnected in the fashion shown in Fig. 11. The link
capacity and the propagation delay of each link are labeled in the figure. 10 con-
nections of typeA, 10 connections of typeB, andN connections of typeC are
established, whereN varies from 0 to 100. Each source sends packets at a rate of
32 Kb/s. Probe packets are injected by a sender (labeled as “Sender” in Fig. 11) and
traverse the pathR1 → R4 → R5 → R6 before they arrive at the receiver (labeled
as “Receiver” in Fig. 11). The link with the minimum capacityon the path is the
link betweenR1 andR4 (with a capacity of 4 Mb/s), and its available bandwidth is
4 Mb/s− 32 Kb/s× 10− Bp = 3.584 Mb/s. (Recall thatBp = 96 Kb/s with the
parameters in Table 1.) The available bandwidth of the link betweenR5 andR6 is
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given by 5 Mb/s− (N + 20) × 32 Kb/s−Bp. As N increases, its utilization varies
from 14.72% to 78.72%, and the linkR5 → R6 eventually becomes the link with
the minimum available link bandwidth.

Figure 12 gives the simulation results when the sources are either Pareto sources
with parameterα = 1.05, 1.50, or 1.95, or sources that generate packets with ex-
ponential inter-packet generation times with a rate of 32 Kb/s in the above dumb-
bell network. Each simulation run lasts for 1200 seconds, and the data plotted in
the figure are values averaged over the last 1000 seconds. IfN ≤ 20, the avail-
able bandwidth on the end-to-end path (3.584 Mb/s) is determined by the available
bandwidth of the link betweenR1 andR4; otherwise, it is determined by the avail-
able bandwidth of the link betweenR5 andR6. The average measurement errors are
92.5 Kb/s (4.69%), 82.7 Kb/s (3.42%), 54.2 Kb/s (2.53%), and64.0 Kb/s (2.89%)
in each of the four cases in Fig. 12. In summary, the proposed mechanism accu-
rately estimates the available bandwidth on the end-to-endpath with a maximum
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error of 5% for a wide spectrum of traffic patterns and a wide range of utilization.

4.2 Empirical Results

We have implemented the proposed mechanism on top of Linux 2.4.20 to measure
the available bandwidth between two hosts on the Internet. The resulting proto-
type implementation is calledbTrack. The reason why we implement the proposed
method outside the OS kernel, in spite of the fact that both probe packets in a packet
pair are subject to the OS processing latency, is because we are primarily interested
in the difference of the departure/arrival times, and the effect of OS processing la-
tency is canceled out in the average sense inbTrackif the expected OS latency is
assumed to be the same. Still, note that there exist instances in practice, in which
this assumption may not hold, e.g., the case when a deterministic context switch
exists only for every other packet.

As shown in Algorithm 1 and 2, the sender ofbTrack transmits probing traffic
with different-sized packet pairs, and the receiver measures the the inter-arrival
times of probing packet pairs. For measuring the inter-arrival and inter-departure
time on Linux, we use the function ofgettimeofday(), which enables us to
measure time differences in the unit of microsecond. For generating fine-controlled
packet pairs, the sender first sets a reference timet1, sends the first probing packet,
and measures the current timet2 repeatedly within a while-loop statement. When
the time elapse from the reference time (t2–t1) is equal to or greater than∆in, it
immediately sends the second probing packet. Please note that there is a relation
among the time granularity, the probe packet size, and the available bandwidth. For
example, when the probe packet size is1 KB, the available bandwidth should be
smaller than800 Mb/s in order that the probe gap is larger than10 microseconds.
Otherwise, the current time granularity of a microsecond may not be sufficient for
estimating the available bandwidth.

Note that, in the while-loop statement, we do not include a sleep function because
it does not guarantee an accurate time elapse on a non-realtime OS. In fact, a well-
known measurement tool for the available bandwidth,Pathload[23,24], has also
been implemented in this way. While this implementation makes it possible to
build a measurement system with an off-the-shelf desktop, it may result in high
CPU utilization. Related work that addresses this issue with a commercial OS can
be found, e.g., in [25]. Also, a stopping rule is not shown in Algorithm 1 and 2
because we assume thatbTrackcontinually estimates available bandwidth. When-
ever needed, we can simply incorporate withbTracka stopping rule, e.g., “Stop if
|∆in −∆out + δ| < ǫ for both packet pairs”, whereǫ is a sufficiently small value.

We have conducted an empirical study and compared experimental results between
bTrack, Pathload[23], IGI, andPTR [15]. Each mechanism reports the estima-
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tion result in a different manner:IGI and PTR give an estimate of the available
bandwidth,bTrackcreates a time trace of the available bandwidth, whilePathload
provides a range of available bandwidth [23]. (For consistency, we use the average
of the range as an estimate of the available bandwidth inPathload). For compar-
ison purposes, we also use a benchmark programnetperf [26]. Netperfattempts
to transmit as many UDP (or TCP) packets as possible in a giventime interval,
and measures the maximum throughput. The TCP measurement gives a good es-
timate of the available bandwidth because a TCP connection are responsive and
self-adaptive to cross traffic. However, it may nevertheless compete against, and
grasp the bandwidth of, other connections along the path. Therefore, we consider
the available bandwidth to be equal to or less than the TCP throughput measured by
netperf. The only exception when the TCP measurement is not indicative of avail-
able bandwidth occurs when two end hosts are located far fromthe other. In this
case, the attainable TCP throughput is limited by the maximum window size and
the round trip time and does not reflect well the available bandwidth.

The parameter values listed in Table 1 are used as default values inbTrackexcept
the following changes. The probe packet sizeLα is set to 1200 bytes. To expe-
dite convergence of∆∗

in, we set the initial inter-departure time,∆in(0), as follows:
∆∗

α = Lα/Cs(1 − us), whereCs(1 − us) is the available bandwidth on the end-
to-end path. Hence we set∆in(0) to be 0.2 millisecond with a rough estimate of
Cs(1 − us) = 50 Mb/s. Note that the initial value of∆in does not affect measure-
ment accuracy, but can effectively reduce the convergence time should the value
be properly chosen. We set the value ofTp to be 0.5 second, and the bandwidth
consumed bybTrackis 57.6 Kb/s.

4.2.1 Empirical results in a campus intranet

We first measure the available bandwidth between two hosts ona campus network.
Each host is a Dell Precision 340 machine (with a single 2.2 GHz processor and 1
GByte RAM) that runs Redhat Linux 8.0 with kernel version 2.4.9-34, and is con-
nected to the campus backbone through a 100 Mb/s Ethernet link. The path consists
of 4 hops with a RTT = 0.488 millisecond. To generate cross traffic on the network,
we develop a traffic generating programnetloader, that transmits UDP packets at
a given rate. This gives a well-controlled intranet environment for evaluating and
experimenting withbTrack, Pathload, IGI, PTR, andnetperf.

Figure 13 and Table 3 give the empirical results ofbTrack, Pathload, IGI, PTR, and
netperf. Several observations are made: first, without cross trafficover the Ethernet
link of capacity 100 Mb/sbTrack, Pathload, IGI, PTR, andnetperfgive estimates of
93.96, 97.04, 84.96, 88.36, and 94.0 respectively. The estimates obtained bybTrack
are values averaged over the last 8 minutes. If the throughput obtained bynetperfis
considered to be the effective link capacity (i.e.,Cs = 94.0 Mb/s), thenbTrackgives
the estimate that is closest to the value obtained bynetperf. PathloadandPTRgive
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Fig. 13. Experimental results in a campus intranet.

slightly higher and lower estimates respectively.IGI reports 88.32 and 84.96 Mb/s
as the bottleneck and available bandwidths, respectively.Second, when the rate of
cross traffic is in the range of 10∼ 80 Mb/s,bTrack, Pathload, andnetperfgive
almost the same estimate, which linearly decreases with respect to the rate of the
cross traffic.IGI andPTRover-estimate the available bandwidth in the case of high
link utilization (r ≥ 40 Mb/s).

Also shown in Table 3 are the percentage errors calculated as

P.E. =
∣
∣
∣
∣1−

Ba

Cs − rs

∣
∣
∣
∣× 100,

whereBa andrs are the estimate of the available bandwidth and the rate of the
cross traffic, respectively. We observe thatbTrackaccurately estimates the available
bandwidth with a maximum error of 4.43% when the available bandwidth changes
in the range of 13.80∼ 93.96 Mb/s. In contrast,Pathloadincurs a maximum error
of 13.67% in the same range of available bandwidth change.

Figure 13 (b) shows the time trace of available bandwidth estimated bybTrackwith
respect to different rates of cross traffic. The initial value of the estimate is set to be
50 Mb/s. Whent > 50 seconds, the estimate of the available bandwidth converges.
Also, we observe that the fluctuation in the estimates decreases as the rate of cross

22



Table 2
Measurement time (in seconds) with respect toǫ.

ǫ
rate of cross traffic (Mb/s)

10 20 30 40 50 60 70 80

0.3 71.2 52.0 45.8 30.7 9.8 21.3 42.2 67.6

0.4 70.2 37.9 42.7 29.2 6.2 15.1 35.4 43.6

0.5 58.2 35.3 31.3 22.9 4.1 10.9 22.9 31.7

Table 3
Experimental results in a campus intranet (the unit of data is Mb/s and the percentage values
in the parentheses denote the percentage error of the corresponding estimate).

cross traffic netperf
bTrack

Pathload IGI PTR
mean std

0 94.0 (0%) 93.96 (0.03%) 3.57 97.04 (3.23%) 84.96 (9.61%) 88.36 (6.00%)

10 82.7 (1.55%) 84.51 (0.61%) 2.80 85.47 (1.75%) 80.75 (3.86%) 80.26 (4.45%)

20 71.7 (3.11%) 73.65 (0.46%) 3.10 74.03 (0.04%) 70.97 (4.09%) 69.92 (5.51%)

30 61.0 (4.69%) 64.97 (1.52%) 2.49 62.83 (1.82%) 61.17 (4.42%) 62.22 (2.78%)

40 50.5 (6.48%) 53.78 (0.39%) 2.27 51.28 (5.02%) 58.48 (8.29%) 58.14 (7.66%)

50 43.5 (1.14%) 43.98 (0.03%) 2.14 43.62 (0.85%) 51.79 (17.70%) 52.16 (18.54%)

60 33.9 (0.29%) 35.50 (4.43%) 2.50 33.24 (2.22%) 44.30 (30.29%) 44.23 (30.08%)

70 24.2 (0.83%) 24.97 (4.04%) 2.05 22.60 (5.81%) 34.29 (42.87%) 34.91 (45.45%)

80 13.6 (2.86%) 13.80 (1.39%) 0.67 12.08 (13.67%) 28.38 (102.71%) 29.81 (112.92%)

traffic increases. The standard deviation decreases from 3.57 Mb/s when there in
no cross traffic to 0.67 Mb/s when the rate of cross traffic is 80Mb/s. The standard
deviation calculated in each case is smaller than 8% of the corresponding available
bandwidth. This suggests thatbTrack is able to estimate the available bandwidth
with a small variance. Figure 13 (c) illustrates how the packet pair gaps converge
when the rate of cross trafficr is 10 Mb/s and80 Mbp/s. Initially,∆α

in and∆β
in are

set to0.2 ms and0.1 ms, respectively. We can observe that the gap values converges
faster whenr = 10 Mb/s than those whenr = 80 Mb/s. The reason is that the
initial gap values are closer to the actual values used for available bandwidth when
r = 10 Mb/s than whenr = 10 Mb/s. Thus, we can conclude that the initial gap
values also affect the convergence speed of the algorithm.

4.2.2 Empirical results on the Internet

Next we report our Internet experiments measured between end hosts at Rice Uni-
versity and the University of Illinois at Urbana Champaign (UIUC). With the use of
traceroute, we know that probe packets traverse 13 hops along the path from Rice
to UIUC. As the UDP throughput measured bynetperfis 89.81 Mb/s, we believe
each host is connected through a 100 Mb/s Ethernet link. The TCP throughput is
almost constantly 15.2 Mb/s, and seems to be constrained by the maximum win-
dow size, the RTT, and the dropping probability. Hence we believe that the available
bandwidth in the experiment duration is quite stable and is in the range between the
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TCP and UDP throughputs attained bynetperf. To further verify this, we measure
(with the use ofnetloader) the packet loss rate between the hosts as the sending
rate of UDP connections increases. The packet loss rate on the three paths falls
below 1% when the rate of cross traffic is lower than about 70 Mb/s. This implies
that the available bandwidth is equal to or greater than 70 Mb/s. It should be noted
that, since the path is not dedicated to our experiment, it ispractically not allowed
to make the entire end-to-end path crowded withnetperfpackets. Hence, we esti-
mate the range of the available bandwidth as above mentioned, instead of finding
an exact value of the available bandwidth.

Figure 14 depicts the time traces of the available bandwidthfor the Internet exper-
iments.Pathload, IGI, andPTRwere repeatedly executed in every 5 minutes for a
duration of 20 hours whilebTrackran continuously. The patterns in which probe
traffic is sent underbTrackis quite different from that under the other schemes. The
traffic used bybTrackis extremely low (57.6 Kb/s), and is evenly spread over the
measurement duration. However, the other mechanisms generates bursty traffic at a
rate that is equal or close to the available bandwidth for tens of seconds. We observe
that the available bandwidth fluctuates in the range of 60∼ 85 Mb/s. The average
value of the available bandwidth underbTrackis 70.66 Mb/s, which coincides with
the rate at which packet losses fall below 1%, while those underPathload, IGI, and
PTRare 75.694, 75.91, and 85.21 Mb/s, respectively. Figure 14 (c) and (d) give the
enlarged views in the intervals of 9 to 10 and 12 to 13 hours, respectively. We ob-
serve that the trend of the available bandwidth measured bybTrackmatches that of
eitherPathloador IGI. For example, pronounced decreases in the available band-
width are observed at 9.8 h in Fig. 14 (c) and 12.75 h in Fig. 14 (d). This shows that
bTrackadaptively keeps track of the available bandwidth.

5 Related work

5.1 Methods for measuring bottleneck bandwidth

Several packet pair models and methods have been proposed for measuring the
bottleneck bandwidth. Jacobson developed thepathchartool, using the one-packet
delay model to measure the link bandwidth on a path [6,5]. Succinctly, pathchar
sends probe packets with varying packet sizes, and measuresthe round trip times of
probe packets. The link to be measured is controlled by properly selecting the time-
to-live (TTL) value in the IP headers of probe packets. The underlying packet model
is ”RTT = packet size/bandwidth + queueing delay”. To eliminate the queueing
delay term,pathcharsends, for each fixed packet size, a large number of packets
and takes the smallest value of RTT as the one that incurs no queueing delay. It then
repeats the measurement process for different packet sizes.
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Fig. 14. Experimental results on the Internet (RICE→ UIUC).

The packet pair technique [10] is widely used for measuring the bottleneck band-
width on a path. Under the assumptions that (A1) the inter-departure time is small,
(A2) no cross traffic exists on the bottleneck link, and (A3) the first probe packet
in a packet pair does not queue after any other packets at or after traversing the
bottleneck and the second probe packet does not queue at or before traversing the
bottleneck, one can anticipate the two probe packets queue only at the bottleneck
link, and hence the inter-arrival time of the packet pair at the receiver is equal to
the packet size of the second probe packet divided by the bandwidth of the bottle-
neck link. Note that under assumptions (A1) and (A2), ∆in ≤ ∆∗ andr ≈ 0, and
hence (1) reduces to∆out ≈ L/C. As mentioned in [27], the packet pair technique
primarily suffers from two problems in practice: time compression and time exten-
sion. This is due to the fact that assumptions (A2) and (A3) do not hold in practice.
Specifically, if the first probe packet encounters queueing when it traverses the bot-
tleneck link, the “distance” between the two probe packets is time-compressed, i.e.,
∆out = ∆in − q/C < ∆in. On the other hand, if there exists cross traffic between
the two probe packets at or before the bottleneck link, the distance between the
packet pair will be time-extended, i.e.,∆out = r∆in/C + L/C ≥ ∆in.

To remedy the above problems, Carteret al. [8] processed the measured data using
union and intersection operations, Laiet al.[9] used a kernel density estimator algo-
rithm, and Paxson [10] and Dovroliset al.[12] exploited multi-modalities observed
in histograms of bandwidth measurements to better estimatethe link bandwidth.
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5.2 Methods for measuring available bandwidth

Several promising packet-pair-based methods were recently proposed to measure
the available bandwidth on an end-to-end path. They can be categorized into those
that are based on the single hop model and those that are basedon the multiple hop
model.

Methods based on the single hop model Methods in the first category [14,15,13]
assume that (A4) there exists a single bottleneck link on the end-to-end path, and
(A5) the link capacity of the bottleneck linkC is givena priori. Under these as-
sumptions, the followingpacket pair formulahas been commonly used for measur-
ing cross traffic:

r =
C∆out − L

∆in

. (18)

The available bandwidth is obtained by subtracting the calculated rate,r, of cross
traffic from the capacity,C, of the bottleneck link. Note that (18) is equivalent to
the case of a fully utilized link in (1) and assumptions (A1) (∆in ≤ ∆∗) and (A3)
are implicitly assumed in the equation.

Ribeiro et al. [14] proposed an end-to-end approach, calledDelphi, to measure
cross traffic. The inter-departure time∆in is initially set to beL/C in order to
ensure that the queue does not become empty between arrivalsof two consecutive
probe packets. Then in order not to over-consume the bandwidth and disturb other
network traffic, temporally-spaced probe packet trains (called “chirp packet trains”)
are sent in which the inter-departure time for two consecutive probe packets is
increased by a factor of two. The rate of cross traffic is inferred based on the multi-
fractal model that characterizes the long range dependenceof Internet traffic.

Hu et al. [15] derived a packet train formula for a single bottleneck link by replac-
ing ∆in and∆out in the packet pair formula in (18) with the summations of∆in and
∆

′

out, respectively, where∆
′

out is the inter-arrival time satisfying∆in < ∆out. They
then proposed the initial gap increasing (IGI) method to characterize the available
bandwidth on a network path.IGI attempts to seek a breakpoint∆p at which the
inter-departure time at the sender is equal to the inter-arrival time at the receiver by
increasing the inter-departure time. At the breakpoint, i.e,∆in = ∆p, IGI evaluates
the rate of cross traffic using the packet train formula. Similarly, they proposed an-
other algorithm called the packet transmission rate method(PTR), which estimates
the available bandwidth by dividing the summation of∆out into the total packet
length of a packet train at the breakpoint.

Strausset al. [13] proposed a simpler method, calledSpruce, to measure the avail-
able bandwidth.Sprucetransmits a sequence of packet pairs instead of packet
trains and averages instantaneous rate estimates obtainedby each packet pair with
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Table 4
Comparison between tools measuring available bandwidth

single hop model multiple hop model

packet pair Spruce[13] TOPP[11], bTrack(proposed)

sparse packet train Delphi [14] pathChirp[16]

packet train IGI [15] Pathload[1], PTR[15]

∆in = L/C based on the packet pair formula. The interval between two packet
pairs follows the Poisson distribution.

Unfortunately,Delphi [14], IGI [15], andSpruce[13] give an accurate estimate of
the available bandwidth only when the bottleneck link (narrow link) coincides with
the link of the minimum available bandwidth along the path (tight link).

Methods based on the multiple hop model Melanderet al. [11] developed an
end-to-end method, calledTOPP, to measure the link capacity and the available
bandwidth along a path. Under the assumption that all the flows obtain their share
of link bandwidth proportional to their offered rates, the sender ofTOPPtransmits
N packet pairs at certain rates, and the relation between the sending rate and the
receiving rate is analyzed based on a segmented regression method. The regression
method works well when the breakpoint of each segment is known. However, un-
der most cases, it is difficult to obtain these breakpoints and apply the regression
method.

Jainet al. [1] showed that the one-way delay of a packet train increasesif the send-
ing rate of the packet train is higher than the available bandwidth. They proposed
a feedback-based mechanism, calledPathload, which enables the probing sender
to cooperate with the receiver to determine the available bandwidth. AsPathload
is primarily using a binary-search algorithm that does not continuously estimate
the available bandwidth, it is not adaptive to traffic changes. If the available band-
width varies during the course of running the binary-searchalgorithm,Pathload
easily falls into an ambiguous region (grey-region) and cannot estimate the avail-
able bandwidth accurately. Another drawback ofPathloadis that it sends packet
trains at a rate that is equal or close to the available bandwidth and hence may be
intrusive, even though the duration of each packet train is short.

Summary The aforementioned mechanisms for measuring the availableband-
width are summarized in Table 4. Delphi, IGI, and Spruce consider the end-to-end
path as a single hop link and do not give an accurate estimate of the available
bandwidth when the bottleneck link (narrow link) is not equal to the link with the
minimum available bandwidth along the path (tight link). Pathload, IGI, andPTR
use probe packet trains and may be intrusive, as the packet trains may eventually
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consume the available bandwidth, even though the duration of each packet train
is short.SpruceandTOPPare based on the packet pair technique, can adjust the
sending rate and pattern of probe packets by varying the timeinterval between two
consecutive packet pairs, and hence may be less intrusive.

In contrast, we characterize the stochastic relation between the inter-departure time
and the inter-arrival time for a packet pair along a multiple-link path. We then
exploit the notion of the relative distance to overcome the random estimation error
caused by bursty cross traffic, and devise our proposed end-to-end measurement
method,bTrack. bTrackperiodically transmits only two packet pairs in a relatively
large time interval, the period of which is adjustable so as not to disturb other
network traffic.

6 Conclusion

In this paper, we have given a stochastic analysis of the packet-pair technique for
estimation of available bandwidth. Based on the analysis, we have proposed a novel
concept of the relative distance, which gives accurate information on the available
bandwidth under bursty cross traffic. By exploiting the relative distance, we have
devised an end-to-end, non-intrusive feedback mechanism,entitledbTrack, to keep
track of the available bandwidth. We have also given the convergence analysis of
bTrackbased on the theory of the stochastic approximation. We haveshown via
extensivens-2 simulation and empirical experiments (over campus intranets and
the Internet) that the proposed mechanism tracks availablebandwidth quite well
with a small variance (less than 8% of the value to be tracked), and is non-intrusive
(i.e., the bandwidth consumed by the probing traffic is extremely low).

Our future work includes a further investigation on (i) how to determine the tunable
parameters ofbTrackfor fast and stable estimation of available bandwidth; and (ii)
how to further expedite the convergence of the estimation process so as to eliminate
initial transient errors. Finally, we are collaborating with Telecordia Technologies
to incorporatebTrack in their measurement framework and carry out large-scale
measurement on the Internet.
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